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Abstract

We study perturbation results for boundary value problems for second-order elliptic partial
differential equations, and the exponential decay of solutions to generalized Schrödinger
operators. First, through the use of sawtooth domains and the extrapolation technique
of Carleson measures, we show the stability of the solvability of the Dirichlet problem
for (additive) Carleson perturbations of certain degenerate elliptic operators −divA∇
on domains with low dimensional boundaries (joint work with S. Mayboroda). Then,
with a different method of proof, we expand these perturbation results to more abstract
domains (including some domains with mixed-dimensional boundaries) and a broader
type of Carleson perturbation, yielding some new applications (including to free boundary
problems) (joint work with J. Feneuil). Next, together with S. Bortz, S. Hofmann, J.L.
Luna García, and S. Mayboroda, we consider the uniformly elliptic operators L =

−div(A∇+B1)+B2∇+V on the upper half spaceRn+1
+ = Rn×{t > 0}, n ≥ 3, with

t−independent coefficients, andwe prove theL2 solvability of theDirichlet, Neumann and
Regularity problems under the condition that |B1|, |B2|, |V |2 have small Ln(Rn) norm.
Finally, we show that for generalized magnetic Schrödinger operators−(∇− ia)TA(∇−
ia) + V , with certain conditions providing an uncertainty principle, resolvents and Lax-
Milgram solutions exhibit exponential decay (in an L2−sense), and we improve these
estimates to upper pointwise exponential decay for the magnetic Schrödinger operator
−(∇− ia)2, and to sharp (that is, upper and lower) pointwise exponential decay for the
Schrödinger operator on a non-homogeneous medium−divA∇+V (joint work with S.
Mayboroda).
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Chapter 1

Introduction

In this dissertation, we present a body of work regarding boundary value problems for
second-order elliptic partial differential equations and fine properties of their solutions
and their spectra. First, we will formally define our objects of study and give a unifying
framework for our results in Section 1.1, then in Section 1.2 we will present the main
theorems of this thesis, as well as provide a small bite of each chapter. Section 1.3
provides a historical survey of the literature adjacent to our results, and finally, Section
1.4 gives some universal notation and conventions in this thesis that will be helpful in
reading the rest of the manuscript.

1.1 Our objects of study

Let N ∈ N, N ≥ 2, and Ω ⊆ RN be an open set (we shall later put more assumptions
on ∂Ω), and define the operator L acting on functions u : Ω → K (where the field K is
either C or R) by the formula

Lu = −div(A∇u+B1 · u) +B2 · ∇u+ V u

:= −
N∑

i,j=1

∂

∂xi

(
Ai,j

∂u

∂xj
+B1i · u

)
+

N∑
i=1

B2i
∂u

∂xi
+ V u. (1.1.1)

Here, A = (Ai,j) is a matrix function mapping Ω into the space of N × N matrices
with components in the field K; we denote this latter space by MN×N . Furthermore,
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B1 : Ω → KN , B2 : Ω → KN , V : Ω → K are L1
loc(Ω) functions. Given a positive

function w ∈ L1
loc(Ω), we say that L is w-elliptic if there exists a positive constant CA

such that
1

CA
w(X)|ξ|2 ≤ <e 〈A(X)ξ, ξ〉 ≡ <e

n∑
i,j=1

Aij(X)ξj ξ̄i (1.1.2)

and
|〈A(X)ξ, ζ〉| ≤ CAw(X), for every X ∈ Ω. (1.1.3)

If L is 1-elliptic, then we call L uniformly elliptic (also known as strongly elliptic, or
simply, elliptic). Thus, the uniformly elliptic operators satisfy the estimates

1

CA
|ξ|2 ≤ <e 〈A(X)ξ, ξ〉 and |〈A(X)ξ, ζ〉| ≤ CA, for every X ∈ Ω.

(1.1.4)
When the weightw is understood from context, we will usually omit it in this manuscript,
and refer to w-elliptic operators as elliptic operators, parting slightly from conventions
elsewhere.

A large portion of the related literature concerns the homogeneous second-order
uniformly elliptic operators

L = −divA∇ (1.1.5)

for which all of the lower-order terms B1, B2, and V are zero. When A is the N × N
identity matrix, then L = −∆ is known as the Laplace operator. The terms B1, B2 are
usually called drift terms, or first-order terms, while V is called the electric potential,
potential, or zeroth-order term. WhenB1 ≡ B2 ≡ 0 and V > 0 almost everywhere (with
respect to the N−dimensional Lebesgue measure) in Ω, we call

LE = −divA∇+ V (1.1.6)

a Schrödinger operator. If K = C and a : Ω→ RN is a vector function, then

LM = −(∇− ia)2 + V (1.1.7)

is the magnetic Schrödinger operator. Finally if L is of the form

L = −(∇− ia)TA(∇− ia) + V, (1.1.8)

2



then L is a generalized Schrödinger operator.

The partial differential equations that we consider formally take the form Lu = g in
Ω, for g : Ω → K a function defined on Ω. We say that u is a solution for L if Lu = 0.
The solutions for the Laplacian (that is, those functions u which verify −∆u = 0) are
called harmonic functions. If the coefficients of L are rough, it may not be possible to
find a smooth enough solution u for which the formal expression (1.1.1) is well-defined;
for this reason we will always interpret the equation Lu = g through a weaker integral
formulation: we say that Lu = g in Ω in the weak sense if the identity∫

Ω

[
A∇u · ∇φ+ uB1 · ∇φ+ φB2 · ∇u+ V uφ

]
dX =

∫
Ω
gϕ dX (1.1.9)

holds for each K-valued compactly supported smooth function ϕ in Ω.

A classical problem for partial differential equations with origins in physical phenom-
ena is the question of determining a solution for L in the domain Ω that verifies certain
prescribed conditions at the boundary ∂Ω. These problems are known as boundary value
problems. The most basic type of boundary value problem is theDirichlet problem: given
a function f : ∂Ω→ K, the Dirichlet problem (formally) consists of finding a function u
verifying the identities {

Lu = 0, in Ω, and
u = f, on ∂Ω.

(1.1.10)

Thus the Dirichlet problem asks for a solution of the partial differential equation in the
domain whose values are fixed to a predetermined data on the boundary of the domain.
When ∂Ω is smooth, and f : ∂Ω → K is a continuous real function, and L = −∆,
then each identity in (1.1.10) can be rigorously interpreted as written, in the pointwise
sense. However, in light of our weak formulation (1.1.9) of the elliptic partial differential
equation, and the fact that the coefficients of Lmay be rough, the functions u that we deal
with will only seldom be properly pointwise defined on ∂Ω. For this reason, we must also
reinterpret the expression u = f on ∂Ω. One common and useful way to reinterpret this
identity arises from classical boundary value problems for holomorphic functions in the
plane: we will replace “u = f” with

u −→ f non-tangentially,

3



which means that for some aperture α > 0, we have that

lim
γα(x)

u(X) = f(x), for each x ∈ ∂Ω,

where γα(x) is the non-tangential cone of aperture α centered at x:

γα(x) := {X ∈ Ω : |X − x| < (1 + α) dist(X, ∂Ω)}. (1.1.11)

The existence of such cones, or more general similar non-tangential approach regions, by
itself puts some restrictions on the boundary, and we will make those precise later.

Throughout this thesis, we will be interested in solving boundary value problems
for a whole class of prescribed boundary data, rather than only some specific function
f . In connection with this goal, we will seek certain uniform estimates that control
(some aspect of) the solutions in terms of the class of functions considered. The point
of such a uniform estimate is to prevent a “butterfly effect” situation where very small
perturbations in the boundary data lead to drastic changes on the solution. A boundary
value problem (with boundary data in some prescribed class) is called well-posed if for
each admissible boundary data, there exists a unique solution, and this solution satisfies
the uniform estimates.

Let us give two examples which are of immediate concern to us. Given a smooth
bounded domain Ω, the first example is the Dirichlet problem with continuous data on
Ω, which consists of (uniquely) solving the Dirichlet problem for each f ∈ C(∂Ω). It is
classical that this problem is solvable for many elliptic operators that we consider, and in
particular, for the Laplacian −∆. A basic but extremely important estimate tied to the
Dirichlet problem with continuous data is the maximum principle: If u verifies−∆u = 0

in Ω and u = f on ∂Ω, then

sup
X∈Ω
|u(X)| ≤ max

x∈∂Ω
|f(x)| = ‖f‖C(∂Ω). (1.1.12)

This estimate immediately gives the uniqueness of the solutions to the Dirichlet problem
with data f ∈ C(∂Ω), but it has many more uses; we will see another such application
further below. Our second example is the Dirichlet problem with data in Lp for some
p ∈ (1,∞), denoted (D)p, which we state for the Laplacian L = −∆ on a smooth
bounded domain Ω. In addition to finding a unique solution to the Dirichlet problem for
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each f ∈ Lp(∂Ω), we also ask that the following well-posedness condition holds: there
exists a constant C > 0 such that for each f ∈ Lp(∂Ω), we have that

‖Nu‖Lp(∂Ω,σ) ≤ C‖f‖Lp(∂Ω,σ), (1.1.13)

where u is the solution to (1.1.10), σ is the surface measure (i.e. the restriction of the
Hausdorff (N − 1)−dimensional measure) on ∂Ω, and N is an operator known as the
non-tangential maximal function. The latter takes functions in the domain Ω to functions
on the boundary ∂Ω, and is defined as

(Nu)(x) = (Nαu)(x) := ess sup
X∈γα(x)

|u(X)|, x ∈ ∂Ω, α > 0. (1.1.14)

When α is understood and fixed from context, we will usually drop it in the subscript
for the non-tangential maximal function (this is also justified by the fact that, because
of Fubini’s theorem, the Lq norms of Nαu and Nβu are equivalent, for any admissible
α, β, q, u). Moreover, this definition ofN requires that u is a locally essentially bounded
function, which is true for the harmonic functions and for solutions to many other elliptic
operators, such as the Schrödinger operator (with positive electric potential V ) or the
homogeneous second-order operators −divA∇. However, the solutions to the general
second order elliptic operators with complex coefficients considered in Chapters 4 and
5 may fail to be locally essentially bounded. For this reason, in these two chapters
we consider an alternate but more appropriate definition of the non-tangential maximal
function; for details, see (1.2.12) and the introduction to Chapter 4.

Let us summarize the Dirichlet problem with Lp data: we say that (D)p is solvable if
there exists a positive constantC and an apertureα > 0 such that for each f ∈ Lp(∂Ω, σ),
there exists a function u verifying the conditions

(D)p


Lu = 0 in Ω,

u −→ f non-tangentially,

‖Nu‖Lp(∂Ω,σ) ≤ C‖f‖Lp(∂Ω,σ).

(1.1.15)

WhenL = −divA∇, the solvability of (D)p is strongly tied to the absolute continuity
of the elliptic measurewith respect to the surfacemeasure. The ellipticmeasure is a family

5



of probability measures {ωX}X∈Ω on ∂Ω, afforded by the Riesz Representation and the
maximum principle, which allows us to write the solution u to the Dirichlet problem with
continuous data f ∈ Cc(Γ) as

u(X) =

∫
Γ
f dωX . (1.1.16)

The elliptic measure is known as harmonic measure when L = −∆, and in this case
it is also a subject of intense study in geometry, and in probability as well, through a
connection to Brownian motion. It turns out that, in a robust sense1, (D)p is solvable
for some p if and only if the elliptic measure is quantifiably absolutely continuous with
respect to the surface measure; more precisely, ω ∈ A∞(σ), or ω � σ and the Radon-
Nikodym derivative dω

dσ , known as the Poisson kernel, satisfies scale-invariant Reverse
Hölder inequalities; see Definition 2.7.28 for the context within Chapter 2.

Another archetypal boundary value problem is the Neumann problem. This time we
are given a function g : ∂Ω → K and search for a (formal) solution of L whose flux
through the boundary is predetermined by g:{

Lu = 0, in Ω,
∂u
∂ν = g, on ∂Ω.

(1.1.17)

The Neumann problem with data in L2 is defined in (1.2.14). Of course, as above, the
issue arises of rigorously defining the normal derivative ∂u/∂ν for the weak solutions.
This is in generalmore delicate than for theDirichlet boundary condition, andwe postpone
its discussion for now, to be revisited in Chapters 4 and 5 where the Neumann problem is
dealt with.

There are many other types of boundary value problems, such as Robin-type boundary
conditions, or mixed Dirichlet and Neumann boundary conditions, but in this manuscript
we will mainly focus on the Dirichlet and Neumann problems. In fact, in chapters 2 and
3, we will only consider the Dirichlet problem, while in chapters 4 and 5 we will tackle
both the Dirichlet problem and the Neumann problem, as well as a variant of the Dirichlet
problem, known as the Regularity problem (see Section 1.2.3 and (1.2.15)).

The question of whether a boundary value problem is solvable depends on several

1for more details, see Theorem 2.7.40 in Chapter 2
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factors and their combinations, some of which we now list.

• The roughness of the prescribed boundary condition. For instance, when Ω is the
half-space Rn+1

+ and L = −divA∇ is uniformly elliptic, can we solve (D)p on
the half-space for some p ∈ (1,∞)? The answer depends on the properties of A
and the value of p.

• The geometry of Ω and its boundary. For example, can we find geometric and
topological conditions on Ω and ∂Ω that guarantee the solvability of (D)p for the
Laplacian L = −∆, for some p ∈ (1,∞)? The answer is yes, and the sharpness of
these conditions has been heavily studied in the past decade.

• The coefficients ofL. Howwell-behaved should the coefficients ofL be to guarantee
well-posedness? Are A, B1, B2, V complex-valued or real-valued? What is the
structure of the matrix functionA? What kind of degeneracy in the ellipticity of the
matrix function is admissible? The case of the homogeneous second-order elliptic
operators (1.1.5) has alone attracted considerable attention in the last fifty years.
The systematic study of the general second-order operators (1.1.1) is more recent,
while certain degenerate elliptic operators have been studied in the past few years
with a focus on the link between PDEs and geometry.

Our work hereby presented addresses, at least partially, some combinations of each
of the above three factors. Pointedly, in Chapter 2, we are mainly interested in certain
real degenerate elliptic operators −divA∇ on domains with rough low dimensional
boundaries (meaning that the boundary has codimension strictly larger than 1); in Chapter
3 we significantly generalize the results of Chapter 2 to deal with other conditions on A
and different types of boundaries (including certain mixed-dimensional boundaries); and
in Chapters 4 and 5 we consider only L2 solvability on the half-space, but we bring in
lower order terms B1, B2, V , and we allow for complex-valued coefficients.

In Chapter 6, we undertake a slightly different but still heavily related line of study,
where we seek to understand how certain conditions on the structure of L yield some
quantitative effects on the solutions to Schrödinger operators. Specifically, we consider
the fundamental solution Γ to Schrödinger and magnetic Schrödinger operators, which
formally solves LΓ = δ where δ is the Dirac mass centered at 0, and we prove how the
electric and magnetic potentials induce exponential decay on Γ.
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1.2 Main results and chapter presentations

We are now appropriately positioned to give a small introductory passage, as well as to
present themain results, in each of the specific research directions that we have undertaken
in this thesis.

1.2.1 Chapter 2: Carleson perturbations of elliptic operators on domains
with low dimensional boundaries

The research in this chapter was done in collaboration with S. Mayboroda.

In [DFM19b], G.David, J. Feneuil and S.Mayboroda started a program to characterize
the geometry of boundaries of high co-dimension via the theory of certain degenerate
elliptic operators, crafted to overcome the fundamental myopia of uniformly elliptic
operators vis-à-vis the geometry of low dimensional boundaries. Let d ≤ n − 1 be
the Hausdorff dimension of the closed set Γ ⊂ Rn. Furthermore, suppose that Γ is
quantifiably d−dimensional; more precisely, suppose that Γ is d−Ahlfors-David regular
(see Definition 2.2.1). Formally, consider

(Lu)(X) = −div
( A(X)

dist(X,Γ)n−d−1
∇u(X)

)
, X ∈ Ω := Rn\Γ, (1.2.1)

where A is a uniformly elliptic matrix. Observe that in compactly contained subsets of
Ω, the operator L is strongly elliptic, but not uniformly so up to the boundary Γ, unless
d = n − 1. Instead, the operator must degenerate at a fixed rate which morally forces
harmonic functions to respect the high co-dimension sets. It turns out that for these
operators, one can recover an elliptic theory [DFM19b], and in particular an analogue of
elliptic measure can be devised.

In Chapter 2, we present results concerning the perturbations of solvability of the
Dirichlet problem with Lp data, (D)p, for the operators as in (1.2.1). More precisely,
we extend to the higher-codimensional case the perturbation theory of Fefferman-Kenig-
Pipher [FKP91], initially considered on Lipschitz domains but which has been extended to
more general situations in a co-dimension 1 (or close) setting [MPT13,HM12,CHMT20,
AHMT]. The following theorem relies on the extrapolation of Carleson measures [LM95]
[HL01a]. A particularly delicate technical aspect of the proof was our construction of
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mixed-dimensional sawtooth domains which admit an elliptic PDE theory. This is joint
work with S. Mayboroda.

Theorem 1.2.2 (Carleson perturbation preserves Dirichlet problem solvability, [MP21]).
Suppose that Γ is d-ADR with d ∈ [1, n − 1), n ≥ 3. Let two operators L0 and L be
given as in (1.2.1) with associated bounded and uniformly elliptic real (not necessarily
symmetric) matrices A0 and A. We define the disagreement of the matrices A, A0 as

a(X) := sup
Y ∈B(X,δ(X)/2)

|E(Y )|, E(Y ) := A(Y )−A0(Y ), X ∈ Ω. (1.2.3)

Assume that δ(X)d−na2 dX is a Carleson measure; that is, assume that there exists a
constant C ≥ 1 such that for each surface ball ∆ = B(x, r) ∩ Γ, the estimate∫∫

T (∆)

a(X)2

δ(X)n−d
dX ≤ Cσ(∆) (1.2.4)

holds, where T (∆) = B(x, r)∩Ω. Then, if (D)p′ is solvable forL0 for some p′ ∈ (1,∞),
then there exists q′ ∈ (1,∞) such that (D)q′ is solvable for L.

We also have the following “small constant” variant of the previous result, which does
allow the preservation of the solvability in the same Lp space.

Theorem 1.2.5 (Small Carleson perturbation preserves (D)p, [MP21]). Suppose that Γ

is d-ADR with d ∈ [1, n− 1), n ≥ 3. Let two operators L0 and L be given as in (1.2.1)
with associated uniformly elliptic real (not necessarily symmetric) matrices A0 and A.
Let ω0, ω denote the respective elliptic measures. Moreover, suppose that there exists
p′ ∈ (1,∞) such that (D)p′ is solvable for L0. Define a as in (1.2.3), and assume that
there exists ε0 > 0 so that∫∫

T (∆)

a(X)2

δ(X)n−d
dX ≤ ε0σ(∆), for all ∆ ⊂ Γ. (1.2.6)

Then for all ε0 small enough, depending only on n, d, the d-ADR constant of Γ, the
ellipticity of L0 and L, and the RHp characteristic of the Poisson kernel dωL0

dσ , we have
that (D)p′ is solvable for L as well, and the RHp characteristic of

dωL1
dσ depends only on

the same parameters as does ε0.

Our theorems imply robustness of the solvability of the Dirichlet problem on domains
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with uniformly rectifiable low dimensional boundaries (see Corollary 2.1.7) . In [DMb]
and [Fen], the elliptic measure was seen to be quantifiably absolutely continuous with
respect to the surface measure for the operators Lα = −divDd+1−n

α ∇, where Dα is the
regularized distance

Dµ,α(X) :=
(∫

Γ
|X − y|−d−α dµ(y)

)1/α
, α > 0, X ∈ Rn\Γ. (1.2.7)

The operators Lα are thought to be the analogues of the Laplacian in the low dimension
setting. Our theorems allow us extend the ω � σ conclusion to many other operators not
of the special form Lα. In addition, Theorem 1.2.2 can also be used along with a special
construction of [DEM] to obtain for arbitrary d-ADR Γ with d < n − 2, uncountably
many operators L close to Lα0 for some α0 > 0 (called the “magic α”) such that ωL � σ

(see Corollary 2.1.8).

1.2.2 Chapter 3: Generalized Carleson perturbations and applications

The research in this chapter was done in collaboration with J. Feneuil.

We have been able to show that Theorem 1.2.2 holds under a different type of Carleson
perturbation.

Theorem 1.2.8 (Scalar-multiplicative Carleson perturbations preserves Dirichlet problem
solvability, [FP]). Suppose that Γ is d-ADRwith d ∈ [1, n−1), n ≥ 3. LetL0 be given as
in (1.2.1) with associated bounded and uniformly elliptic real (not necessarily symmetric)
matrix A0. Assume that L is of the form

(Lu)(X) = −div
(
b(X)

A0(X)

dist(X,Γ)n−d−1
∇u(X)

)
, X ∈ Ω := Rn\Γ, (1.2.9)

where b is a scalar function on Ω such that 1
C ≤ b ≤ C and dist(·,Γ)∇b is a Carleson

measure. Then, if (D)p′ is solvable for L0 for some p′ ∈ (1,∞), then there exists
q′ ∈ (1,∞) such that (D)q′ is solvable for L.

The above theorem is one of several consequences of the main results in Chapter 3
(see Section 3.1.1). The gist of it is that the Carleson perturbation is now of a scalar-
multiplicative form, rather than an additive form as in Theorem 1.2.2. A constraint of
the additive Carleson perturbation is that it requires the two operators L and L0 to agree
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at the boundary, whereas there is no such constraint for the multiplicative perturbation
considered in Theorem 1.2.8. Our result holds in a great generality regarding the geometry
of the boundary of the domain, allowing us to consider low-dimensional boundaries, co-
dimension 1 boundaries, and even some boundaries of mixed dimension (see Definition
3.2.10 for the generality of the domains that we consider); while some implications of
our results are new even for the 1-sided non-tangentially accessible domains (see Section
3.2 for more details and definitions). We are also able to consider Carleson perturbations
by an antisymmetric matrix (see (3.1.16) and Theorem 3.1.19). Applications of our
results and our methods include providing alternate proofs of solvability for the scalar
case of the Dahlberg-Kenig-Pipher operators (because they can be seen as Carleson
perturbations from the Laplacian; see Corollary 3.1.28 and the surrounding discussion),
solvability results for equations with drift terms, a new characterization of A∞ among
elliptic measures (Corollary 3.1.25), and insights regarding the coefficients of certain
purely degenerate elliptic operators (see the last two paragraphs of Section 3.1.2).

1.2.3 Chapters 4 and 5: Critical perturbations of elliptic operators with
lower order terms

The research in these chapters was done in collaboration with S. Bortz, S. Hofmann, J. L.
Luna García, and S. Mayboroda. The results and proofs in these chapters will also appear
in the doctoral thesis of J. L. Luna García.

In this pair of chapters, we have tackled Dirichlet, Neumann, and Regularity problems
for the (complex) second-order elliptic operatorswith lower order terms, under a smallness
condition on scale-invariant norms of the lower order terms. The operator

L := −div (A∇+B1) +B2 · ∇+ V (1.2.10)

is defined on Rn×R = {(x, t)}, n ≥ 3, whereA = A(x) is an (n+ 1)× (n+ 1) matrix
of L∞ complex coefficients, defined on Rn (independent of t) and satisfying a uniform
ellipticity condition (1.1.4). The first order complex coefficients B1 = B1(x), B2 =

B2(x) ∈
(
Ln(Rn)

)n+1 (independent of t) and the complex potential V = V (x) ∈
L
n
2 (Rn) (again independent of t) are such that

max
{
‖B1‖Ln(Rn), ‖B2‖Ln(Rn), ‖V ‖Ln2 (Rn)

}
≤ ρ, (1.2.11)
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where ρ will be taken small enough.

To state the boundary value problems for which we consider well-posedness in the
L2 sense, we ought to recall the definition of the (L2−averaged) non-tangential maximal
operator Ñ2. Given x0 ∈ Rn, write γ(x0) = {(x, t) ∈ Rn+1

+ : |x − x0| < t}, and
note that this cone coincides with the non-tangential cone γ√2−1(x0) defined in (1.1.11).
Then, for u : Rn+1

+ → C we write

Ñ2u(x0) := sup
(x,t)∈γ(x0)

(
−−
∫∫
|x−y|<t, |s−t|< t

2

|u(y, s)|2 dy ds
) 1

2
. (1.2.12)

We consider the Dirichlet problem

(D)2



Lu = 0 in Rn+1
+ ,

limt→0 u(·, t) = f strongly in L2(Rn) and u→ f non-tangentially2,

Ñ2u ∈ L2(Rn),∫∫
Rn+1

+
t|∇u(x, t)|2 dx dt <∞,

limt→∞ u(·, t) = 0 in the sense of distributions,
(1.2.13)

the Neumann problem

(N)2



Lu = 0 in Rn+1
+ ,

∂u
∂νL

:= −en+1(A∇u+B1u)(·, 0) = g ∈ L2(Rn), 3

Ñ2(∇u) ∈ L2(Rn),∫∫
Rn+1

+
t|∂t∇u(x, t)|2 dx dt <∞,

limt→∞∇u(·, t) = 0 in the sense of distributions,

(1.2.14)

2Since the solutions u do not satisfy pointwise bounds, non-tangential convergence is also understood in
an averaged sense; see Definition 5.2.5.

3The boundary data is achieved in the distributional sense; see Section 4.4.
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and the Regularity problem

(R)2



Lu = 0 in Rn+1
+ ,

u(·, t) −→ f weakly in Y 1,2(Rn)4 and non-tangentially,

Ñ2(∇u) ∈ L2(Rn),∫∫
Rn+1

+
t|∂t∇u(x, t)|2 dx dt <∞,

limt→∞∇u(·, t) = 0 in the sense of distributions.

(1.2.15)

Our main result at the culmination of these two chapters is the following theorem.

Theorem 1.2.16 ([BHL+b], [BHL+a]). Suppose that A is an elliptic matrix of complex-
valued t−independent coefficients, and that B1 ∈ Ln(Rn), B2 ∈ Ln(Rn), V ∈ L

n
2 (Rn)

are t−independent complex-valued lower order terms. Furthermore, assume that A is
either Hermitian, block-form, or constant. Then there exists ρ0 > 0 depending only on
dimension and ellipticity such that if L is given by (1.2.10) and

max
{
‖B1‖Ln(Rn), ‖B2‖Ln(Rn), ‖V ‖Ln2 (Rn)

}
< ρ0,

then (D)2, (N)2, (R)2 are uniquely solvable for the operator L.

Chapter 4 gives the first part of the proof, setting up the preliminaries and obtaining
the following square function estimate, interesting in its own right.

Theorem 1.2.17 (Square function bound for the single layer potential, [BHL+b]). Sup-
pose that A is an elliptic matrix of complex-valued t−independent coefficients, and that
B1 ∈ Ln(Rn), B2 ∈ Ln(Rn), V ∈ L

n
2 (Rn) are t−independent complex-valued lower

order terms. Then, there exists ε0 > 0, depending only on dimension and ellipticity such
that if

L := −div([A+M ]∇+B1) +B2 · ∇+ V,

4The space Y 1,2(Rn) is defined in (4.2.5).
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withM ∈Mn+1(Rn,C), and

‖M‖L∞(Rn) + ‖B1‖Ln(Rn) + ‖B2‖Ln(Rn) + ‖V ‖
L
n
2 (Rn)

< ε0,

then for eachm ∈ N, we have the estimate∫∫
Rn+1

+

∣∣tm∂m+1
t SLt f(x)

∣∣2 dx dt
t
≤ C‖f‖2L2(Rn),

where C depends onm, dimension, and the ellipticity of A. Here, SLt f is the single layer
potential of f (see Definition 4.4.1). Under the same hypothesis, the analogous bounds
hold for L replaced by L∗, and for Rn+1

+ replaced by Rn+1
− .

Using Theorem 1.2.17 and a uniform L2 estimate on slices (Theorem 4.1.2) from
Chapter 4, we complete the solvability of the aforementioned boundary value problems
in Chapter 5 by proving the desired non-tangential maximal function estimates, as well
as the existence and uniqueness properties of the problems (1.2.13)-(1.2.15).

Theorem 1.2.16 extends the L∞ perturbation result of matrices in [AAA+11] to
scale-invariant lower-order term perturbations. There are many difficulties arising from
considering lower order terms (for instance, the failure of DeGiorgi-Nash-Moser esti-
mates, and the seemingly innocuous fact that L1 6= 0), which necessitated the use of
new techniques to solve the problem. Our method of proof thus relies on an abstract
theory of layer potentials, a vector-valued Tb theorem, and weighted extrapolation theory.
Applications of our results include the first solvability properties of the aforementioned
boundary value problems for the time-independent magnetic Schrödinger operator in this
setting of rough coefficients.

1.2.4 Chapter 6: Exponential decay estimates for fundamental solutions of
operators of Schrödinger type

The research in this chapter was done in collaboration with S. Mayboroda.

The exponential decay of solutions to the Schrödinger operator in the presence of
a positive potential is an important property underpinning the foundation of quantum
physics. However, establishing a precise rate of decay for complicated potentials is a
challenging open problem to this date. In Chapter 6, we use a generalized version of
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the Fefferman-Phong uncertainty principle to show that the fundamental solution of a
generalized Schrödinger operator with a non-negative potential enjoys exponential decay
bounds from above and below. They are governed by a certain version of the Agmon
distance. For instance, if A is an elliptic matrix with real, bounded coefficients, and
V ∈ RHn

2
, then (see Corollaries 6.6.16 and 6.7.35)

c1e
−ε1d(X,Y,V )

|X − Y |n−2
≤ ΓE(X,Y ) ≤ c2e

−ε2d(X,Y,V )

|X − Y |n−2
, (1.2.18)

where ΓE is an integral kernel of the generalized electric Schrödinger operator, that is,
the fundamental solution to LE = −divA∇ + V , X,Y ∈ Rn, interpreted in a suitable
weak sense, and d is a suitable Agmon distance function depending on V (see below). In
fact, we establish the upper estimates for a considerably more general class of operators,
which can be formally written asL = −(∇−ia)TA(∇−ia)+V including, in particular,
the magnetic Schrödinger operator (1.1.7), under certain mild assumptions (see Theorem
6.6.7). Moreover, we note that the existence of a fundamental solution of the magnetic
Schrödinger operator is new under our weak assumptions (see Theorem 6.5.35). We
also obtain a novel exponential decay estimate for the resolvents: if L is as above and
f ∈ L2(Rn) with compact support, then (see Theorem 6.4.16)

∫
{
X ∈ Rn|d(X, supp f, V + |B| + 1

t2
) ≥ d̃

} m
(
·, V + |B|+ 1

t2

)2 ∣∣(1 + t2L)−1f
∣∣2 e2εd(·,supp f,V+|B|+ 1

t2
)

≤ C
∫
Rn
|f |2m

(
·, V + |B|+ 1

t2

)2
, (1.2.19)

wherem is the Fefferman-Phong-Shen maximal function

1

m(X,w)
:= sup

r>0

{
r :

1

rn−2

∫
B(X,r)

w ≤ 1
}
, (1.2.20)

the function

d(X,Y,w) = inf
γ

1∫
0

m(γ(t), w)|γ′(t)| dt, (1.2.21)
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is the associated Agmon distance, and B is the magnetic field,

B = curl a =
( ∂aj
∂xk
− ∂ak
∂xj

)
1≤j,k≤n

. (1.2.22)

We have also shown an analogue of estimate (1.2.19) for the Lax-Milgram solutions
(see Corollary 6.4.29 and (6.1.4)). Our exponential decay result for the fundamental
solutions of the Schrödinger operator −divA∇ + V , and for the magnetic Schrödinger
operator −(∇− ia)2, has already been used by J. Bailey in the recent paper [Bai] to find
large classes of weights w so that the Riesz transforms associated to the operators are
Lp(w)-bounded.

1.3 Historical survey

1.3.1 Early background

To describe our results and our motivation, let us start with some fundamental results for
the quintessential elliptic partial differential operator, the Laplacian,−∆. A first classical
and surprising result regarding the harmonic functions is that they are C∞ everywhere in
the open domain of solvability. But what occurs at the boundary of the domain, ∂Ω? As
was known already in the 19th century, on certain nice domains like the half-space or the
ball, it is possible to construct (viaPoisson’s formulae andGreen representation formulae,
in particular) harmonic functions which satisfy certain a priori boundary conditions.

Thus, for instance, given a continuous, bounded function f on ∂Ω, the problem of
finding u ∈ C(Ω) ∩ C∞(Ω) such that{

−∆u = 0, in Ω,

u = f, on ∂Ω,
(1.3.1)

came to be known as the Dirichlet problem (D) (with continuous data). A different, yet
similarly scientifically relevant problem is the Neumann problem (N), where one must
determine u ∈ C1(Ω) ∩ C∞(Ω) verifying{

−∆u = 0, in Ω,
∂u
∂ν = g, on ∂Ω,

(1.3.2)
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where g is continuous and bounded on ∂Ω, and ∂u
∂ν is the normal derivative of u. Both

(D) and (N) are examples of boundary value problems (BVPs).

On the other hand, it was not difficult to construct harmonic functions which blow
up at the boundary. In the plane, this can be seen through the intrinsic link between the
Laplace equation and the analysis of complex variables, as both the real and imaginary
parts of holomorphic functions must be harmonic functions. Hence, in a strong sense, the
study of boundary behavior of holomorphic (i.e. analytic) functions yielded immediate
insight into the boundary behavior of harmonic functions in two dimensions. In this
vein, there is the classical result of Fatou on the existence of non-tangential limits for
harmonic functions on the disk D, where one can guarantee that the harmonic function
converges non-tangentially towards the boundary of the disk ∂D provided that there is a
p ∈ (1,∞] such that the supremum of the Lebesgue Lp norms on all concentric circles
is controlled. In fact, Fatou’s theorem allows one to solve the Dirichlet problem with
rough data f ∈ Lp(∂D) on the disk, and was one of the first major applications of the
then-novel Lebesgue theory of integration.

For the first half of the 20th century, and based on the groundwork laid by Fatou, there
was a major interest in characterizing exactly how the harmonic (or also, holomorphic)
functions achieved the boundary values on the disk. The works of F. and M. Riesz,
Nevanlinna, and many others played majorly into this endeavor, with so-called Hardy
spaces lying at the center of this study. On the other hand, the techniques relied heavily
on the theory of complex variables, which restricted a lot of attention to the case of
the plane. In parallel, the school of Zygmund and his student Calderón developed real-
variable tools to study problems in harmonic analysis, which were seen to have immense
ramifications to the study of the Laplace equation in higher dimensions. Landmark results
here were the 1960 paper of Stein and Weiss [SW60] and the 1972 paper of Fefferman
and Stein [FS72], in which Hardy spaces on higher dimensions were defined, and their
properties studied. With the development of this real-variable theory, Dahlberg was able
to solve (D) with data in L2 on the domain above a Lipschitz graph [Dah77], [Dah79]. In
this way, along with many essential contributions by Jerison, Kenig, Pipher, and others,
the study of boundary value problems on rough domains was launched.
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1.3.2 Boundary value problems for homogeneous second-order elliptic op-
erators

In what follows, we always assume that B1 ≡ B2 ≡ V ≡ 0 unless explicitly mentioned
otherwise. The history of work in solving the problems (D)2, (N)2, (R)2 on rough
domains can be tracked back to the celebrated paper [Dah77], where Dalhberg solved
(D)2 in the case that L ≡ −∆ on a Lipschitz domain Ω. The solvability of (N)2 and
(R)2 in this setting was obtained by Jerison and Kenig in [JK81b]. Solvability of these
same problems via the method of layer potentials is due to Verchota in [Ver84], using the
L2−boundedness of the Cauchy integral operator on a Lipschitz curve.

To extend solvability results of boundary value problems (withLp boundary data) from
the Laplacian−∆ to the homogeneous second-order elliptic operators−divA∇, further
assumptions need to be imposed on the matrix A. The conditions that have historically
been considered can roughly be categorized into either t-independent, regularity, or
perturbative assumptions.

The t−independence condition. This assumption on the elliptic matrixA is a natural
starting place to study boundary value problems owing to two main observations. First,
the t−independent setting is the situation that arises from the pullback of the Laplacian on
a domain above a Lipschitz graph via the mapping that “flattens” the boundary. Second,
in light of [CFK81], a square Dini condition on the transversal modulus of continuity of
A is necessary in order to have solvability of the Dirichlet problem with rough data. More
precisely, if ω is any real-valued function satisfying∫ 1

0

(ω(τ))2

τ
dτ = +∞,

then Caffarelli, Fabes and Kenig showed that there exists a real, symmetric, elliptic
matrixA(x, t) whose transverse modulus of continuity (that is, the modulus of continuity
in the t−direction) is controlled by ω, but for which the L−elliptic measure and the
Lebesgue measure on the boundary are mutually singular, precluding the possibility that
the Dirichlet problem is solvable for any p > 1. On the other hand, Fabes, Jerison and
Kenig showed in [FJK84] that (D)2 holds if one assumes that the transverse modulus
of continuity ω(τ) ≡ sup

x∈Rn,0<t<τ
|A(x, t) − A(x, 0)| satisfies the square Dini condition∫ 1

0
(ω(τ))2

τ dτ <∞ and A(x, 0) is sufficiently close to a constant matrix.
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Now, assuming that Ω = Rn+1 and A is a real, symmetric, bounded, elliptic, t−
independent matrix, the problem (D)2 was solved in [JK81a] (grounded in the pioneering
work of Dahlberg [Dah77,Dah79] for the Laplacian on Lipschitz domains), while (N)2

and (R)2 were solved by Kenig and Pipher in [KP93a]. In either case, the solution did
not rest on the method of layer potentials.

In the setting whereA is a complex, bounded, elliptic, t−independent, not necessarily
self-adjoint matrix, several results in different special cases were obtained:

• If A has “block” form

A =


0

B
...
0

0 · · · 0 1

 (1.3.3)

where B = B(x) is an n× n matrix, then (D)2, (N)2, and (R)2 were found to be
solvable. Indeed, in this case (D)2 is a consequence of the theory of semigroups,
while Kenig observed in [Ken94] that (R)2 amounted to solving the Kato square
root problem for the n−dimensional operator

J = −divxB(x)∇x,

while (N)2 amounted to the L2−boundedness of the Riesz transforms ∇J−
1
2 (or

equivalently, to solving the Kato problem for adj(J)). These results were obtained
in the desired generality in [AHL+02b], along with a solution to the Kato problem
in the setting of second-order elliptic operators. These results have been more
recently generalized to include the setting of block-triangular matrices [AMM13],
and even to certain degenerate elliptic matrices [ARR15].

• Fabes, Jerison and Kenig first showed that (D)2 is solvable for small, complex
perturbations of constant elliptic matrices in [FJK84]. Later, in [AAA+11], the
authors gave the following powerful perturbation result using the method of layer
potentials: (D)2, (N)2, and (R)2 are solvable for small, complex perturbations of
real, symmetric, bounded, elliptic, t−independent matrices. They reached this
result through the method of layer potentials, and used the fact that the so-called De
Giorgi-Nash-Moser bounds are stable under small complex perturbations (we will
describe these bounds more precisely later). Auscher, Axelsson and Hofmann gave
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in [AAH08] perturbation results akin to those of [AAA+11] without the assumption
of DeGNMbounds nor the use of layer potentials. They introduced a new technique
which has come to be known as the first-order calculus method, whereby one ex-
ploits representations of the boundary value problems using the functional calculus
for certain Dirac type operators. Auscher, Axelsson and McIntosh [AAM10] later
improved the perturbation results for (D)2 and (N)2 by showing that the set of A
for which these problems are well-posed is an open set.

• ForA real but not symmetric, Kenig, Koch, Pipher and Toro obtained in [KKPT00]
the solvability of (D)p in the case that n = 1, for p sufficiently large depending
on L. Furthermore, they construct a family of examples in R2

+ satisfying that
for each p > 1, there exists a matrix A(x) which is an appropriate perturbation
of the 2 × 2 identity matrix, for which the corresponding problem (D)p is not
solvable. Regarding the solvability of (N)p′ and (R)p′ in this setting on R2

+, Kenig
and Rule showed in [KR09] the solvability of these problems for when p′ is the
Hölder conjugate to the p from the solvability of (D)p in [KKPT00]. Later, Barton
proved in [Bar13] that the solvability results mentioned here are stable under small
complex perturbations.

• For A real but not symmetric and n ≥ 2, the solvability of (D)p for p sufficiently
large depending on L was achieved by Hofmann, Kenig, Mayboroda and Pipher
in [HKMP15b]. Furthermore, they later showed in [HKMP15a] that for complex-
valued, not necessarily symmetric, t−independent, bounded, elliptic matrices,
where in addition the solutions to Lu = 0 in Rn+1

± satisfy the DeGNM bounds
(and same is true for the adjoint operator L∗), the problem (D)p is solvable if and
only if (R)p′ is solvable for p′ the Hölder conjugate to p, and p ∈ (2 − ε,∞),
for some small constant ε. Here, the equivalence of the problems (D)p and (R)p′

is understood up to taking adjoints of the operators. In particular, they deduce
the solvability of (R)p′ when A is real, for p′ close enough to 1. The analogous
question for the Neumann problem remains open.

Inspired by the aforementioned literature, one may naturally ask

Question 1. Is the well-posedness of the problems (D)2, (N)2, and (R)2 stable under
complex t−independent scale-invariant lower-order term perturbations?

This is the problem that we tackle in Chapters 4 and 5, and we ultimately answer in the
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affirmative (Theorem 1.2.16). Our main results in these two chapters join a comparatively
sparse but increasingly lively literature of the well-posedness of boundary value problems
for second-order elliptic equations with lower order terms; we discuss this literature
further below in Section 1.3.3.

The regularity assumption. This condition is borne out from a conjecture posed
by Dahlberg in 1984. Dahlberg, Kenig and Stein constructed [Dah86b] a one-to-one
mapping from a Lipschitz domain onto the half-plane for which the pullback of the
Laplacian results in a symmetric elliptic operator L = −divA∇ on the half-plane Ω

satisfying (recall δ is defined in (2.2.5))

(A1) δ∇A ∈ L∞(Ω), and
(A2) δ|∇A|2 dL n is a Carleson measure on Ω; that is, there exists C > 0 so that for

each x ∈ ∂Ω and r > 0, if B(x, r) is a ball in Rn , we have that∫∫
B(x,r)

δ(Y )|∇A(Y )|2 dY ≤ Crn−1.

Since Dahlberg had shown in his celebrated work [Dah77,Dah79] that (D)2 was solvable
for the Laplacian on a Lipschitz domain, he reasonably conjectured that (D)2 is solvable
for any real symmetric elliptic matrix A satisfying the assumptions (A1)-(A2). This
question would be resolved over a decade later by Kenig and Pipher [KP01], and the
real elliptic operators whose matrices satisfy (A1)-(A2) have since come to be known as
the Dahlberg-Kenig-Pipher (DKP) operators. These regularity assumptions are close to
optimal (see [FKP91, Theorem 4.11], [Pog], and [HMM+b, Corollary 6.3]). We mention
that, by assuming some smallness of the Carleson measure in (A2), Dindos-Petermichl-
Pipher [DPP07] have obtained the solvability of (D)p for p ∈ (1,∞).

The Carleson perturbation condition. Other than the t−independent and regularity
conditions, it is natural to ask whether the solvability of boundary value problems should
be stable under some perturbations of the matrices, although this raises the question of
what type of perturbation to consider. Let us be more precise: suppose that L0 and L are
two real elliptic second-order divergence form operators on Ω, with associated matrices
A0 and A, and elliptic measures ω0 and ω, respectively. Recall that the solvability of
the Dirichlet problem (D)q for some q > 0 is equivalent to the quantitative absolute
continuity (the A∞ property) of the elliptic measure with respect to the surface measure
σ on the boundary of the domain.
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Question 2. What conditions may we ask of the pair (A,A0) so that if ω0 ∈ A∞(σ), then
ω ∈ A∞(σ)?

The classical answer to this question is the well-known Carleson perturbation condi-
tion: in the setting of the upper-half space, Fefferman, Kenig and Pipher [FKP91] showed
that ω ∈ A∞(σ) provided that ω0 ∈ A∞(σ) and that the measure

dµ(x, t) :=
(

sup
W (x,t)

|A−A0|
)2dxdt

t
(1.3.4)

is aCarlesonmeasure, whereW (x, t) is a “Whitney box” centered at (x, t) (thismeans that
its sidelength is proportional to its distance to the boundary Rn). We briefly postpone the
literature review of Carleson perturbations until Section 1.3.5. Question 2 is also a main
object of study in Chapters 2 and 3, but we consider operators with degenerate coefficients
and domains with low-dimensional boundaries (in fact, in Chapter 3 we greatly generalize
the domains considered to axiomatic PDE friendly domains, see Definition 3.2.10).

We end this review of the history of the work on homogeneous strongly elliptic
operators by remarking that the a priori connections between the different problems
(D)p, (N)p′ and (R)p′ have also been of great interest. In some instances (say, A is real,
t−independent), one has that the solvability of (R)p for L implies solvability of (D)p′

for the adjoint operator L∗, and viceversa (where p′ is the Hölder conjugate to p) (see
[Ken94]), but Mayboroda found in [May10] that such implications need not hold in the
general setting of complex coefficients, even for t−independent matrices. We refer to
[May10] for a more systematic review of these connections.

1.3.3 Boundary value problems with lower-order terms

The literature in the setting with lower order terms present (that is, not all of B1, B2, V

are identically 0) is much more sparse. In [HL01b], parabolic operators with singular
drift terms B2 were studied, and their results would later be applied toward (Dp) for
elliptic operators with singular drift terms B2 in [KP01] and [DPP07]. When A ≡ I ,
B1 ≡ B2 ≡ 0 and V > 0 satisfies certain conditions, Shen proved the solvability of
(Np) on Lipschitz domains in [She94]. His results were later extended in [Tao12,TW01]
to (Rp) and under weaker assumptions on the potential V . It is a critical element of
the proof that the leading term of L ≡ −∆ + V is the Laplacian, and the question of
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(N)p−solvability for Schrödinger operators on rough domains in the case that A 6= I

remain open, even under generous assumptions on V .

More recently, the problems (D)2 and (R)2 for equations with lower order terms have
been considered in [Sak19] in bounded Lipschitz domains, under some continuity and sign
assumptions on the coefficients. Solvability results for the variational Dirichlet problem
of equations with lower order terms on unbounded domains have been obtained in [Mou].
Finally, we bring attention to [MT], where, through the development of a holomorphic
functional calculus, the authors proved the L2 well-posedness of the Dirichlet, Neumann,
and regularity problems in the t−independent half-space setting for the Schrödinger
operator −divA∇ + V with Hermitian A and potential V in the reverse Hölder class
RH

n
2 .

1.3.4 Degenerate elliptic operators and lower dimensional boundaries

In a robust way, quantifiable well-posedness of the Dirichlet problem is equivalent to
quantifiable absolute continuity of the elliptic measure with respect to the boundary
surface measure, whenever the latter makes sense [FKP91, DKP11, DJK84, Zha18]. In
turn, this property of quantifiable absolute continuity of elliptic measure has been suc-
cessfully tied to quantifiable geometric and topological properties of the boundary of
the domain, when the boundary has co-dimension 1. We do not attempt to comprehen-
sively review the literature in this area, but let us mention that considerable attention has
been devoted to studying the geometric assumptions on co-dimension 1 boundaries for
which the elliptic measure is absolutely continuous with respect to the surface measure
[Dah77, DJ90, Sem89, BL04, HM14], as well as the converse so-called free boundary
problems, where geometric information of the boundary is deduced from a priori solv-
ability properties [Azz,HMU14,AHM+17,AHM+16], culminating in the recent results
of [AHM+], which gives a complete picture of the relationship between absolute conti-
nuity of elliptic measure with respect to surface measure on the one hand, and uniform
rectifiability plus a quantitative connectivity property on the other hand, for boundaries
of co-dimension 1.

However, when the boundary has co-dimension larger than 1, the correspondence
between geometry and the theory of the Dirichlet problem for uniformly elliptic oper-
ators is severed, essentially owing to deep (and, as of yet, not completely understood)
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dimensional constraints on the support of the harmonic measure [BJ90,Bou87,Wol95].
Indeed, if we attempted to solve the Laplace equation outside of a boundary of high
enough co-dimension, the equation does not “see” the boundary, and thus the uniformly
elliptic PDE theory is not a correct lens by which to characterize the geometry of such
boundaries.

This is where the recent program of David, Feneuil, and Mayboroda [DFM19b],
briefly described in Section 1.2.1, comes into play. They consider the degenerate elliptic
operators (1.2.1) on the domains with rough low dimensional boundaries, and in several
papers they have established a robust elliptic theorywhose connections to low-dimensional
boundary geometry is still a matter of ongoing research. Degenerate operators have
been previously considered in many previous works, for instance, [FKS82], [FJK82],
and [ARR15], but the solvability of boundary value problems on domains with rough
boundaries (let alone low dimensional boundaries) had not been studied.

Let us review a bit of the theory developed so far for the operators of the form (1.2.1).
In [DFM19a] the authors provided an analogue of Dahlberg’s result [Dah77] which holds
for their weighted elliptic operators. More precisely, for a d−dimensional Lipschitz graph
Γ with small Lipschitz constant, David, Feneuil and Mayboroda constructed a weighted
elliptic operator of the form (1.2.1) so that the elliptic measure is absolutely continuous
with respect to the surface measure on Γ. The equivalence of quantitative well-posedness
of the Dirichlet problem and quantitative absolute continuity of elliptic measure was
considered by Mayboroda and Zhao in [MZ19], so that from the two works [DFM19a],
[MZ19] we see the first solvability results of the Dirichlet problem for the operators
defined in [DFM19b]. More recently, the Dirichlet problem (D)p was tackled by Feneuil,
Mayboroda, and Zhao in [FMZ] under some small Carleson norm assumptions on the
coefficient matrix A, extending results of [DP19] to this setting (see also [DPP07]).

Regarding solvability of the Dirichlet problem on domains with uniformly rectifiable
low dimensional boundaries, David and Mayboroda [DMb] have shown that for a suitable
substitute of the Laplacian in the low dimensional setting, the ellipticmeasure is absolutely
continuous with respect to the surface measure on d−dimensional uniformly rectifiable
boundaries, with d ≤ n−2 an integer (see also Feneuil [Fen] for a different proof). On the
other hand, in [DEM],David, Engelstein, andMayborodamanufactured an examplewhich
shows that for any d−Ahlfors-David regular set Γ with d < n− 2, there exists a special
operatorLDEM formally belonging to the class (1.2.1) whose ellipticmeasure is absolutely
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continuous with respect to the surface measure. The latter result lies in sharp contrast
to the landmark free-boundary result in the co-dimension 1 case [AHM+]. Indeed, it
implies that for d-ADR sets with d < n − 2 an integer (recall that the complements of
these sets always verify the interior Corkscrew and Harnack Chain properties), uniform
rectifiability alone cannot possibly characterize the A∞ property of the elliptic measure
for all operators in the class (1.2.1). It is possible that the case of LDEM is a miraculous
arithmetic cancellation, and the free boundary result is still valid in some capacity. We
show in Chapter 2, however, that even if so, this arithmetic cancellation produces an
entire family of counterexamples - see Corollary 2.1.8 below (this result is also extended
in Chapter 3 via the generalized Carleson perturbations).

In Chapter 2, we aim to further develop the theory of these degenerate elliptic op-
erators by showing that quantifiable well-posedness of the Dirichlet problem is an open
property. A bit more precisely, we show that the Fefferman-Kenig-Pipher theory of
Carleson perturbations (see Section 1.3.5 below for the literature review) has a natural
analogue in the setting of the degenerate elliptic operators (1.2.1). As mentioned in the
last paragraph, this Carleson perturbation result has important implications in the theory
of these operators.

We also mention briefly that an axiomatic elliptic PDE theory for domains with
mixed-dimensional boundaries is realized in [DFM]. In Chapter 3, we have extended
Carleson perturbation results to a large class of domains which contains in particular the
domains with mixed-dimensional boundaries of [DFM].

1.3.5 History of Carleson perturbations

The first results in this direction are found in [FJK84,Dah86a]. In the setting where Ω is
the unit ball in Rn, the condition that Dahlberg asked of the pair (A,A0) of symmetric
operators is that the disagreement ρ(A,A0) defined as

ρ(A,A0)(X) := sup
Y ∈B(X,δ(X)/2)

|A(Y )−A0(Y )|, X ∈ Ω,
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satisfies the following vanishing Carleson measure condition

lim
r↘0

sup
x∈∂Ω

h(x, r) = lim
r↘0

sup
x∈∂Ω

( 1

σ(B(x, r) ∩ ∂Ω)

∫∫
B(x,r)∩Ω

ρ(A,A0)2(X)

δ(X)
dX
) 1

2
= 0,

(1.3.5)
where σ is the Hausdorff (n − 1)−dimensional measure on the unit sphere ∂Ω. In this
case, if ω0 ∈ A∞(σ) and its Poisson kernel k0 = dω0/dσ ∈ RHp (see Proposition
3.3.28), then ω � σ and k = dω/dσ ∈ RHp, so that the solvability of (D)p′ is stable
(with the same p′) under the condition (1.3.5). The fact that the reverse Hölder exponent
is preserved by (1.3.5) suggests that there might be a weaker condition than (1.3.5) which
preserves theA∞ membership but not theRH exponent. Fefferman [Fef89] thus showed
a few years later that, again in the context of symmetric operators on the unit ball, if
ω0 ∈ A∞(σ), and if the area integral

A (ρ(A,A0))(x) :=
(∫∫

γ(x)
(ρ(A,A0)(X))2 dX

|B(X, δ(X)/2)|

)1/2
, x ∈ ∂Ω,

satisfies
A (ρ(A,A0)) ∈ L∞(∂Ω, σ), (1.3.6)

then ω ∈ A∞(σ). It is clear that (1.3.6) is not a vanishing condition; moreover, via
Fubini’s theorem, one can see that (in the case of the unit ball)

h(x, r) .
( 1

σ(B(x,Cr)) ∩ ∂Ω)

∫∫
B(x,Cr)∩∂Ω

A (ρ(A,A0))(x)2 dσ
)1/2

≤ ‖A (ρ(A,A0))‖L∞(∂Ω,σ),

and it would be shown in [FKP91] that (1.3.6) does not preserve theRH exponent. Next,
one may wonder whether (1.3.6) is an optimal condition on ρ(A,A0) that guarantees the
stability of the A∞ property. But the answer to this question is no: Fefferman-Kenig-
Pipher [FKP91] showed that the optimal assumption (at least in the cases of the unit ball
or half-plane) which preserves the A∞ property is that ρ(A,A0)2δ−1 is the density of a
Carleson measure; in other words, the optimal condition is that

sup
r∈(0,diam(∂Ω))

sup
x∈∂Ω

h(x, r) < +∞. (1.3.7)
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With the landmark paper of [FKP91], one could say that the contemporary era of the
perturbation results was launched: since then, the perturbation results have often assumed
variants of the Carleson measure hypothesis (1.3.7), at least away from the realm of t-
independent operators. The proof of optimality of the aforementioned [FKP91] result
relied on a newfound characterization of A∞ on Rn via a Carleson measure property.
The Fefferman-Kenig-Pipher characterization can be formulated as follows [Ste93a, Page
225]: Suppose that w ∈ L1

loc(Rn) is a non-negative function such that the measure w dx
is doubling on Rn, and that Φ is a non-negative Schwartz function with

∫
Rn Φ dx = 1.

Then w ∈ A∞ if and only if

dµ :=
|∇x(w ∗ Φt)|2

|w ∗ Φt|2
t dx dt (1.3.8)

is a Carleson measure in Rn+1
+ (here, ∂Rn+1

+ is endowed with the n−dimensional Haus-
dorff measure). They go on to show characterizations of Ap and RHp through similar
Carleson measure conditions [FKP91, Theorem 3.3]. This characterization of A∞ via
Carleson measures is not too surprising, owing to the classical results that w ∈ A∞

implies logw ∈ BMO, and the square-function characterization ofBMO [Ste93a]. The
FKP result also fits as a multiplicative analogue of the classical theory of differentiation
and a condition of Zygmund; see [FKP91] for further discussion.

The FKP perturbation survives in rough domains and for degenerate elliptic oper-
ators

In the past few decades there has been a lot of interest in the Dirichlet problem on domains
satisfying weak topological and geometric assumptions. A thorough review of this area
is outside our scope, but some highlighted works include [JK81a, Sem89, DJ90, BL04,
HM14]. Of course, one immediately wonders whether the FKP perturbation theory holds
in thesemore general domains. Along these lines, Milakis-Pipher-Toro [MPT14] obtained
the analogue of the FKP perturbation result for the bounded chord-arc domains (these
have quantitative openness both in the interior and exterior of the domain, as well as
quantitative path-connectedness, and their boundary is (n − 1)−Ahlfors-David regular;
see Section 3.2 for precise statements). They also obtained the stability of the RHp

condition if the measure on Ω with density ρ(A,A0)2δ−1 is a Carleson measure with
small enough norm (depending on p and A0) (see also [Esc96] and [MT10]).

27



It is known that the bounded chord-arc domains have uniformly rectifiable boundaries
[DJ90,HMU14]. Cavero-Hofmann-Martell [CHM19] have proved that the FKP perturba-
tion theory holds also for real symmetric operators on the more general 1-sided chord-arc
domains (quantitative openness and quantitative path-connectedness inside the domain
and (n−1)−ADR boundaries) (see Section 3.2). Their method relies on an extrapolation
of Carleson measures technique developed by Lewis and Murray [LM95], which was first
used to give an alternate proof of the FKP perturbation result by Hofmann and Martell
[HM12]. The technique makes heavy use of sawtooth domains and a Dahlberg-Jerison-
Kenig projection lemma which allows one to compare measures on the sawtooth domain
to their projections on the original boundary. A year later, Cavero-Hofmann-Martell-Toro
[CHMT20] devised a different method of proof for the FKP perturbation result in the same
setting of 1-sided CAD (and extending to the non-symmetric case), using a generalization
of a result of Kenig-Kirchheim-Pipher-Toro [KKPT16] that weak-BMO solvability of L
implies the A∞ property for the elliptic measure of L (in fact, this is a characterization
[CHMT20,HMT]).

The state-of-the-art for the 1−elliptic operators (1.1.4) lies in the article of Akman-
Hofmann-Martell-Toro [AHMT], where they generalize the FKP perturbation theory to
the situation of uniform domains satisfying a capacity density condition. Since the
(n − 1)−dimensional Hausdorff measure of the boundary of the domain need not be
ADR (indeed, it could potentially be locally infinite), their perturbation result is stated
among the elliptic measures only, with no reference to an underlying surface measure.
Thus, a main result of theirs reads as follows: Suppose that Ω ⊂ Rn is a bounded (for
simplicity, but they consider unbounded domains too) uniform domain satisfying the CDC
and fixX0 in the “center” of Ω (for instance,X0 can be any Corkscrew point of a ball with
radius diam(∂Ω)/2). Let L0, L be two elliptic operators with associated matricesA0, A,
associated elliptic measures ω0, ω, and associated Green’s functions G0, G, respectively.
If

sup
r∈(0,diam(∂Ω))

sup
x∈∂Ω

g(x, r)

= sup
r∈(0,diam(∂Ω))

sup
x∈∂Ω

1

ω
X0
0 (B(x,r)∩∂Ω)

∫∫
B(x,r)∩Ω

ρ(A,A0)(Y )2G0(X0,Y )
δ(Y )2 dY < +∞,

(1.3.9)
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then ω ∈ A∞(ω0) (see Definition 3.1.11). They consider the expression g(x, r) based
on an analogous one used as an intermediate step in [FKP91]. Furthermore, it is shown
that if there exists a doubling measure σ on ∂Ω such that ω0 ∈ A∞(σ) and ρ(A,A0)

satisfies (1.3.9), then ρ(A,A0) also satisfies (1.3.7) (with h(x, r) defined using σ), and
ω ∈ A∞(σ). In this way, we see that the results of [AHMT] do properly generalize the
perturbation results of [FKP91]. They are also able to generalize the area integral con-
dition of Fefferman [Fef89], so that if A (ρ(A,A0)) ∈ L∞(∂Ω, ω0), then ω ∈ A∞(ω0).
They also show that “small constant” assumptions lead to ω � ω0 and dω

dω0
∈ RHp(ω0).

Lastly, let us mention that these Carleson perturbation results have been partially
extended to the complex-coefficient setting (and even to elliptic systems) by Auscher
and Axelsson in [AA11] under the assumption that A0 is t−independent, that L0 is L2

solvable, and that the Carleson norm of the measure in (1.3.4) is small enough. They then
obtainL2 solvability forL1. AnalogousLp solvability results were obtained by Hofmann,
Mayboroda and Mourgoglou in [HMM15a].

1.3.6 Exponential decay of fundamental solutions to Schrödinger operators

Let us now discuss the adjacent literature to the results mentioned in Section 1.2.4.

The first results expressing upper estimates on the solutions in terms of a certain
distance associated to the potential V go back to Agmon [Agm82]. He has introduced
a distance function which now bears his name and which we will discuss below, and
showed that the solution decays exponentially in the region where V ≥ 0. Agmon’s
estimates, however, are clearly non-sharp for most non-trivial potentials, for a simple
reason that solutions carry some amount of regularity and low values of V in small
regions should not drastically affect their decay properties. This vague statement is very
hard to quantify; in many situations, however, the behavior of solutions, notably of the
eigenfunctions, is rather precisely governed by the uncertainty principle. The latter has
a few manifestations. In particular, the most recent one in [ADF+] yielded astonishingly
accurate estimates on eigenfunctions even for the prototype of the Anderson model based
on disordered potentials. Here, however, wewill use amuch earlier result due to Fefferman
and Phong which has been later extended, e.g., to the context of the magnetic Schrödinger
operator - one of our main objects of study in Chapter 6. This extension unfortunately
currently seems beyond the reach of the methods in [ADF+].
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Needless to say, (1.2.18) underlines sharpness of the emerging estimates. The only
context in which (1.2.18) have been proved before is that of the classical Schrödinger
operator −∆ + V [She99], and we, of course, build on the ideas from [She99]. As we
mentioned before, to the best of our knowledge, no sharp results on the exponential decay
of the kernels to the magnetic Schrödinger operator or generalized Schrödinger operator
existed in the literature. In fact, even the existence of the fundamental solution to the
magnetic Schrödinger operator for a ∈ L2

loc(Rn) and V ∈ L1
loc(Rn), subject to the usual

bound by a multiple of |X − Y |2−n (Theorem 6.5.35), seemed to be out of reach, as
previous treatises normally imposed somewhat ad hoc conditions of smoothness for the
magnetic field a ∈ C2 or at least a ∈ L4

loc(Rn), div a ∈ L2
loc(Rn), and V ∈ L∞loc(Rn)

[KS00, BA10]. As we will see in Section 6.2, both situations are considerably simpler
than ours but not completely natural, for a ∈ L2

loc(Rn) and V ∈ L1
loc(Rn) are the minimal

restrictions allowing one to make sense of the bilinear form associated to LM in the weak
sense.

Furthermore, certain polynomial upper estimates on the fundamental solutions in
terms of m have been established in a variety of contexts, in particular, in [She95] for
−∆ + V , and in [She96b] for the magnetic Schrödinger operator, under assumptions
similar to ours. Polynomial decay is sufficient for establishing key properties of the
associated Riesz transforms and similar operators - the main goal of the majority of these
papers, but is obviously not sharp. An attempt to get exponential decay has been made at
[Kur00]. In this paper the author treated the heat kernel estimates for −divA∇ + V (A
real and symmetric) and − (∇− ia)2 + V and integrating them obtained for these two
operators

|Γ(X,Y )| ≤ Ce−ε(1+m(X,V+|B|)|X−Y |)
2

2k0+3

|X − Y |n−2
for a.e. X,Y ∈ Rn,

for some k0 > 0, which is, once again, not sharp, as can be seen from (1.2.18) and (6.1.7).
Finally, without an attempt of a comprehensive review of the theory, we mention that
resolvent estimates are routinely used in many aspects of semiclassical analysis, which
roughly speaking, concentrates on the behavior of solutions to−~2∆ +V and analogous
operators as ~→ 0, but these bounds are typically independent of local features of V and
B. The major achievement of Chapter 6 is similar estimates from above and below which
is only possible by a careful account of the impact of the electric and magnetic potentials.
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1.4 Notation and conventions

Although there are many overlapping notions, results, and definitions among the different
chapters in this thesis, each chapter is self-contained, in the sense that every important or
recurring notion, notation, or definition appearing in a chapter will be defined within that
chapter, perhaps with the addition of this section. The only exception to this convention
is that Chapter 5 relies heavily on several definitions from 4 (and indeed, Chapter 5 is
read best after Chapter 4).

Wewill often write a . b to mean that there exists a constantC ≥ 1 such that a ≤ Cb,
where C may depend only on certain allowable parameters. Likewise, we write a ≈ b if
there exists a constant C ≥ 1 such that 1

C b ≤ a ≤ Cb.

If (Ω, σ) is ameasure space andE ⊂ Ω is measurable, wewill alwayswrite−
∫
E f dσ =

1
σ(E)

∫
E f dσ.

The ambient dimension in Chapters 2, 3, and 6 is denoted as n, while the ambient
dimension in Chapters 4 and 5 is n+ 1.

Form ∈ N, we denote by Lm them−dimensional Lebesgue measure.

For any m ≥ 0, we write H m for the m−dimensional Hausdorff measure (see
[Fed69]). For integerm, we normalize H m so that it equals Lm.

The uppercase letters at the end of the alphabetX,Y, Z will usually refer to points in
the domain. The lowercase letters x, y, z will usually refer to points in the boundary of
the domain.

For X ∈ Rn and r > 0, we write B(X, r) ⊂ Rn for the (open) ball of radius r
centered at X .

If A is a Borel set in Rn and F ∈ L1(A,L n), we will often write
∫
A F dL n(X) =∫∫

A F dX .

In Chapters 2 and 3, δ(X) := dist(X, ∂Ω).

The notion of w−elliptic operators, introduced in (1.1.2) and (1.1.3), is relevant in
Chapters 2 and 3. In the former, we fix the weight w to be given by w(X) = δ(X)d+1−n

in the domain Ω (see (2.2.6)); while in the latter we consider a broad class of weights,
and so w is not fixed in Chapter 3. In Chapters 4, 5 and 6, all operators are 1−elliptic.
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Chapter 2

Carleson perturbations of elliptic
operators on domains with low
dimensional boundaries

The research in this chapter was done in collaboration with S. Mayboroda.

2.1 Introduction

In this section, we continue the introduction to this chapter, already begun in Section
1.2.1. Relevant literature review lies in Sections 1.3.4 and 1.3.5.

Asmentioned before, in this chapter we aim to further develop the theory of the David-
Feneuil-Mayboroda degenerate elliptic operators (1.2.1) by showing that quantifiable
well-posedness of the Dirichlet problem is an open property. Recall that we say that the
Dirichlet problem forLwithLp data is solvable, or (D)p is solvable, if and only if (1.1.15)
holds for each f ∈ Lp(∂Ω, σ)1. Let us restate the main two theorems to be proved in this
chapter.

Theorem 2.1.1 (Carleson perturbation preserves Dirichlet problem solvability). Suppose
that Γ is d-ADR with d ∈ [1, n − 1), n ≥ 3 (see Definition 2.2.1). Let two operators
L0 and L be given as in (1.2.1) with associated bounded and uniformly elliptic real

1As usual we understand Lu = 0 in a weak sense, see Definition 2.7.5.
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(not necessarily symmetric) matrices A0 and A (see (2.7.2) for the definition of uniform
ellipticity). Let ω0, ω denote the respective elliptic measures (see Section 2.7.1). We
define the disagreement of the matrices A, A0 as

a(X) := sup
Y ∈B(X,δ(X)/2)

|E(Y )|, E(Y ) := A(Y )−A0(Y ), X ∈ Ω. (2.1.2)

Assume that δ(X)d−na2 dX is a Carleson measure; that is, assume that there exists a
constant C ≥ 1 such that for each surface ball ∆ = B(x, r) ∩ Γ, the estimate∫∫

T (∆)

a(X)2

δ(X)n−d
dX ≤ Cσ(∆) (2.1.3)

holds, where T (∆) = B(x, r)∩Ω. Then, if (D)p′ is solvable forL0 for some p′ ∈ (1,∞),
then there exists q′ ∈ (1,∞) such that (D)q′ is solvable for L.

Theorem 2.1.4 (Small Carleson perturbation preserves (D)p). Suppose that Γ is d-ADR
with d ∈ [1, n− 1), n ≥ 3 (see Definition 2.2.1). Let two operators L0 and L be given as
in (1.2.1) with associated uniformly elliptic real (not necessarily symmetric) matricesA0

and A. Let ω0, ω denote the respective elliptic measures (see Section 2.7.1). Moreover,
suppose that there exists p′ ∈ (1,∞) such that (D)p′ is solvable for L0. Define a as in
(2.1.2), and assume that there exists ε0 > 0 so that∫∫

T (∆)

a(X)2

δ(X)n−d
dX ≤ ε0σ(∆), for all ∆ ⊂ Γ. (2.1.5)

Then for all ε0 small enough, depending only on n, d, the d-ADR constant of Γ, the
ellipticity of L0 and L, and the RHp characteristic of the Poisson kernel dωL0

dσ (see
Theorem 2.7.40 and Definition 2.7.28), we have that (D)p′ is solvable for L as well, and
the RHp characteristic of dωLdσ depends only on the same parameters as ε0 does.

Analogues of our Theorems 2.1.1 and 2.1.4 in the co-dimension 1 setting are well-
known. For instance, when the domain Ω has interior Corkscrew points and Harnack
Chains, and ∂Ω is (n− 1)−ADR, then Cavero, Hofmann, and Martell [CHM19] proved
the analogues of Theorems 2.1.1 and 2.1.4 for symmetric matrices. Their results have
been generalized to non-symmetric matrices by Akman, Hofmann, Martell, and Toro
[AHMT]; see also the work of Cavero, Hofmann, Martell, and Toro [CHMT20] for an
alternative proof of the co-dimensional 1 analogue of Theorem 2.1.1.
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We note that when Γ = Rn\Rd, a version of Theorem 2.1.1 with a certain oper-
ator LDFM satisfying some structural assumptions is already part of the main result in
[DFM19a], where Carleson measure perturbations from their operatorLDFM are allowed.
Likewise, a version of Theorem 2.1.4 with a specific operatorLFMZ satisfying some struc-
tural assumptions is already in [FMZ] for Γ = Rn\Rd. The novelty of our main results
is that they hold for any d ∈ [1, n − 1), any d−Ahlfors-David regular set Γ (with d not
necessarily an integer), and for any real operatorL0 verifying the well-posedness of (D)p,
for some p ∈ (1,∞). We also briefly remark that Theorem 2.1.1 may not be deduced
from Theorem 2.1.4 due to the dependence of the latter on the RHp characteristic of
dωL0
dσ .

Let us discuss a couple of immediate corollaries of our result. First, in the work
[DMb] (also [Fen]) the authors obtain the following result. Suppose that Γ ⊂ Rn is
a d−dimensional uniformly rectifiable set in Rn with d ≤ n − 2, d ∈ N, that µ is a
uniformly rectifiable measure on Γ, and that

Lµ,α = − div
( 1

Dn−d−1
µ,α

∇
)
, in Rn\Γ,

where Dµ,α is the regularized distance

Dµ,α(X) :=
(∫

Γ
|X − y|−d−α dµ(y)

)1/α
, α > 0, X ∈ Rn\Γ. (2.1.6)

Then ωµ,α ∈ A∞(µ). We remark that in this setting, µ is equivalent to σ = H d|Γ, and
for any α > 0, Dµ,α ≈α δ(X). Using our Theorem 2.1.1, we are able to extend their
class of solvable problems.

Corollary 2.1.7 (Uniform rectifiability implies solvability of many operators). Let Γ ⊂
Rn be a closed d−dimensional uniformly rectifiable set with d ≤ n − 2 an integer.
Suppose that µ and Lµ,α are as described above, with α > 0. Let L be an operator of
the form (1.2.1) with matrix A for which the disagreement of A with Aµ,α satisfies the
Carleson measure perturbation (2.1.3). Then ωL ∈ A∞(H d|Γ).

Next, we recall the “magic” α example in [DEM]. Let Γ be a (possibly purely
unrectifiable) closed unbounded d−Ahlfors-David regular set in Rn with d ∈ (0, n− 2)

not necessarily an integer, and n ≥ 3. Let α̂ := n − d − 2. Write Dα̂ = Dσ,α̂ for the
regularized distance (2.1.6) with µ = σ. It turns out that in this setting, Dα̂ solves the
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equation Lα̂u = Lσ,α̂u = 0 in Rn\Γ. Ultimately, this observation can be used to deduce
that the elliptic measure of Lα̂ is equivalent to σ (in the sense of pointwise equivalent
bounds). Our Theorem 2.1.1 implies

Corollary 2.1.8 (Open ball around “magic α” example of [DEM]). Let n ≥ 3 and let
Γ ⊂ Rn be a closed d-ADR set with d ∈ [1, n − 2). Suppose that L is an operator of
the form (1.2.1) with matrix A for which the disagreement of A with Aσ,α̂ satisfies the
Carleson measure perturbation (2.1.3). Then ωL ∈ A∞(σ).

In other words, the counterexample of [DEM] to certain free boundary problems
extends to give an open set of counterexamples.

We now discuss an example where the Carleson perturbations (2.1.3) arise naturally in
the high co-dimensional setting. In [DFM19a], David, Feneuil, and Mayboroda studied
the absolute continuity of the elliptic measure of the operator Lα = Lσ,α, α > 0,
with respect to the surface measure σ on a domain Ω with low-dimensional Lipschitz
boundary Γ whose Lipschitz constant is small. They found a new bi-Lipschitz mapping
ρ : Rn\Rd → Ω ([DFM19a, Section 1.4]) for which the pull-back of Lα to the domain
Ω0 := Rn\Rd is the operator L on Ω with associated matrix

A(x, t) :=
( |t|
Dα(ρ(x, t))

)n−d−1
|det(Jac(x, t))|(Jac(x, t))T (Jac(x, t))−1, (2.1.9)

for (x, t) ∈ Rd × Rn−d and where Jac is the differential of the mapping ρ. The idea
is of course not new. However, the important new feature of the particular mapping in
[DFM19a] is that it is almost an isometry in t (and this feature is necessary for the proof
to work). In particular, the disagreement of the matrix A in (2.1.9) with a matrix of the
form

A0 :=

(
A1

0 0

0 bIn−d

)

satisfies the Carleson measure condition (2.1.3), where A1
0 is a d × d uniformly elliptic

matrix, In−d is the (n − d) × (n − d) identity matrix, and b ≈ 1 is a scalar function
such that |t|∇b verifies a similar Carleson measure condition. In the same paper they
show that ωL ∈ A∞(σ) and ωL0 ∈ A∞(σ), and we remark that we can obtain the former
conclusion from the latter using our Theorem 2.1.1.

Perturbation results are critical for the study of well-posedness, with applications to
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inverse problems and numerical analysis, because they allow some degree of relaxation
of the assumptions on the coefficients needed for solvability. Indeed, necessary and
sufficient conditions for solvability are very difficult to come by, whence a sensible
strategy to establish a “fat” domain of operator invertibility is to first impose relatively
strong conditions on the coefficients to make the problem tractable, and then in a second
step exploit perturbation results.

Our method of proof follows the program of [HM12] (see also [CHM19]), where
the main result of [FKP91] was given a new proof via an extrapolation theorem first
presented by [LM95] and based on ideas of the Corona construction in [Car62], [CG75],
where one aims to reduce matters to small perturbations on certain so-called sawtooth
domains. Under this perspective, the overarching goal is to prove that the membership to
a properly defined A∞ class (see Definition 2.7.28) of the elliptic measure is preserved
when the operator undergoes a perturbation ultimately controlled by its mass near the
d−dimensional boundary.

One of the main tools allowing one to attack uniformly rectifiable boundaries is
the analysis on so-called sawtooth domains “shielding” bad parts of the boundary and
providing a systematic comparison of our solutions with nice ones on a sawtooth domain.
In contrast to the co-dimension 1 case, our sawtooth domains will in general have mixed-
dimensional boundaries, and therefore properties likeAhlfors-David regularity or uniform
rectifiability cannot possibly transfer as-is to sawtooth domains. Nevertheless, we show
that the sawtooth domains which we generate through a dyadic decomposition of the
boundary [Chr90,DS93] andwhich have been seen in [HM14,MZ19] satisfy an axiomatic
elliptic PDE theory for sets with boundaries of mixed dimensions presented in [DFM];
in particular, we construct a measure on the boundary of the sawtooth domain which
behaves sufficiently like a surface measure, as well as a suitable analogue of the elliptic
measure on such sets. This allows us to show a global analogue of the Dahlberg-Jerison-
Kenig sawtooth projection lemma [DJK84]; in our setting, a similar result is shown in the
upcoming work [DMb].

Similarly, comparison principle techniques are much more subtle to use, due to the
fact that the coefficients of our operators must see the boundary of the domain, and hence
classical arguments in which restriction of the domain of the operator plays a crucial role
are not available to us. Accordingly, our arguments introduce some new ideas even in the
classical case of co-dimension 1.
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Furthermore, we do not require either of the matrices to be symmetric in any of our
main results. Though an analogue of Theorem 2.1.1 for the 1−sided chord-arc domains
was already shown in [CHMT20] for the non-symmetric case, their methods are different
and do not go through the extrapolation technique (besides, they do not show the non-
symmetric case for their analogue of our Theorem 2.1.4). We will see in this chapter
that the extrapolation technique does not need the symmetry of the matrices to work,
essentially by being careful about the role of the adjoint operator.

Finally, we remark on a couple more subtle technical differences in our approach to
the proof of Theorem 2.1.1 than what has been seen in the literature. First, we circumvent
the use of “discrete” tent spaces or the use of a dyadic averaging operator in our proof
of Theorem 2.1.1 (though we have verified that both methods can work), in favor of a
simple direct approach to exploiting the smallness of a “discrete” Carleson measure in a
continuous setting (see (2.9.10)). Second, as mentioned above, we use a global rather than
local sawtooth projection lemma. This method allows us to only verify the axioms of the
mixed-dimension elliptic PDE theory for unbounded sawtooth domains, and brings with it
other simplifications in the geometric arguments; however, it introduces the complication
that the globally constructed sawtooth domains do not locally coincide with the local
sawtooth domains. Nevertheless, we shall see that this issue can be circumvented by
realizing that the discrepancy between these sets is negligible from our point of view (see
Lemma 2.7.38).

In Section 2.2, we recap geometric results for our d-ADR boundary. In Section 2.3,
we collect standard results on the dyadic decomposition of the boundary and related
notions. In Section 2.4, we give a careful construction of the dyadically-generated
sawtooth domains, reprovingmany results shown in the co-dimension 1 setting. In Section
2.5, we construct a “surface” measure on the boundary of the sawtooth domain and prove
that our sawtooth domains satisfy the axioms of the mixed-dimension elliptic PDE theory
of [DFM]. In Section 2.6, we present the continuous Carleson measures, discrete Carleson
measures, and the extrapolation theorem proved in [DMb]. In Section 2.7, we review the
elliptic PDE theory for sets of high co-dimension, considered in [DFM19b]. Section 2.8
sees us proving the sawtooth projection lemma. Finally, in Sections 2.9 and 2.10, we give
the proofs of our main results, Theorem 2.1.1 and Theorem 2.1.4.
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2.2 Geometry of domains with low dimensional boundaries

Throughout, our ambient space is Rn, n ≥ 3. We now introduce the class of sets that the
boundaries of our domains will reside in.

Definition 2.2.1 (Ahlfors-David regular sets). Let Γ ⊂ Rn be a closed set and d ∈ (0, n).
We say that Γ is d−Ahlfors-David-regular (or d-ADR for short) if there exists a number
Cd ≥ 1 such that for any x ∈ Γ and r > 0,

C−1
d rd ≤H d(Γ ∩B(x, r)) ≤ Cdrd, (2.2.2)

where H d is the d−dimensional Hausdorff measure. We shall often denote H d|Γ by σ,
and refer to it as the surface measure. If E ⊂ Rn is a bounded, closed set, then we say
that E is d-ADR if (2.2.2) holds for each x ∈ E and r ∈ (0,diamE).

Henceforth, we take d ∈ (0, n − 1) always in this chapter. The set Γ will in this
chapter always be a closed (unbounded) d-ADR set, and Ω := Rn\Γ, so that Ω is an open
set and ∂Ω = Γ. Given x ∈ Γ and r > 0, we call

∆ = ∆(x, r) = Γ ∩B(x, r) (2.2.3)

a surface ball. It is easy to see that, by virtue of (2.2.2), H d|Γ is doubling on Γ (see
Definition 2.2.12 below). Thus, if d|Γ is the restriction of the Euclidean distance on Rn

to Γ, then (Γ, d|Γ) is a doubling metric space (that is, it admits a doubling measure), and
hence the triple (Γ, d|Γ, σ) is a space of homogeneous type (see [Chr90]). It is obvious
that if Γ is a d-ADR set, then so is any surface ball in Γ. Given a surface ball ∆ = ∆(x, r)

and c > 0, we denote by c∆ the set Γ ∩B(x, cr).

We now see that the mass of a surface ball cannot be too concentrated at its center.

Lemma 2.2.4 (Non-degeneracy of surface balls). Suppose that Γ is a closed d-ADR set.
Then for any x ∈ Γ and any r > 0,

diam ∆(x, r) ≥ 1
21/dC

−2/d
d r.

Proof. We just need to prove that ∆(x, r)\∆(x,C
−2/d
d r/21/d) 6= ∅, and this will be true
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provided that σ
(
∆(x, r)\∆(x,C

−2/d
d r/21/d)

)
> 0. Observe that

σ
(
∆(x, r)\∆(x,C

−2/d
d r/21/d)

)
= σ(∆(x, r))− σ(∆(x,C

−2/d
d r/21/d))

≥ C−1
d rd − Cd

(
C
−2/d
d r/21/d

)d
=
[
1− 1

2

]
C−1
d rd > 0,

as desired. �

If X ∈ Ω, then
δ(X) := dist(X,Γ). (2.2.5)

We note in passing that since Γ is closed, for each X ∈ Ω there exists x ∈ Γ such that
|X − x| = δ(X). It will be useful to denote

w(X) := δ(X)−n+d+1, (2.2.6)

and letm be the Borel measure on Ω given bym(E) :=
∫∫
E w(X) dX , E ⊆ Ω.

Next, wewant to be able to use the openness ofΩ in a quantitativeway. The framework
that we use is the following definition.

Definition 2.2.7 (Corkscrew points). Fix x ∈ Γ and r > 0. Then a pointX ∈ Ω is called
a Corkscrew point (with Corkscrew constant c) for the surface ball ∆(x, r) ⊂ Γ if there
exists c > 0 such that

B(X, cr) ⊂ B(x, r) ∩ Ω.

For domains with a boundary of codimension less than or equal to 1, it is not true in
general that every surface ball has a Corkscrew point. The situation for d-ADR sets with
d ∈ (0, n− 1) is different.

Lemma 2.2.8 (Existence of Corkscrews; Lemma 11.6 of [DFM19b]). Suppose that
d < n− 1. Then there exists c ∈ (0, 1), depending only on n, d, and Cd, such that every
surface ball in Γ has a Corkscrew point with Corkscrew constant c.

Furthermore, domains with high co-dimensional d-ADR boundaries enjoy quantita-
tive connectedness as well, which we now describe precisely.

Definition 2.2.9 (HarnackChain property). LetU ⊂ Rn be an open set. We say thatU has
the Harnack Chain property if there exists a uniform constant C̃ such that for any s > 0,
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Λ ≥ 1, and any two points X1, X2 ∈ U with dist(Xi, ∂U) ≥ s and |X1 − X2| ≤ Λs,
there exists a chain of balls {Bj}Nj=1 ⊂ U verifying the following properties.

(i) X1 ∈ B1 and X2 ∈ BN .
(ii) Bj ∩Bj+1 6= ∅ for each j = 1, . . . , N − 1.
(iii) N ≤ C(Λ).
(iv) C̃−1 diamBj ≤ dist(Bj , ∂U) ≤ C̃ diamBj for each j = 1, . . . , N .

Such a chain of balls {Bj}j is called a Harnack Chain.

When U = Ω = Rn\Γ and Γ is d−ADR, we always have Harnack Chains; in fact,
the Harnack Chains for Ω are thick tubes.

Lemma 2.2.10 (Existence of Harnack Chains; Lemma 2.1 of [DFM19b]). Suppose that
d < n− 1. Then there exists a constant cH ∈ (0, 1), that depends only on d, n, Cd, such
that for Λ ≥ 1 and X1, X2 ∈ Ω with δ(Xi) ≥ s and |X1 −X2| ≤ Λs, we can find two
points Yi ∈ B(Xi, s/2) verifying that

dist([Y1, Y2],Γ) ≥ (cHΛ−
d

n−1−d )s,

where [Y1, Y2] is the straight line segment in Rn with endpoints Y1 and Y2. That is, there
is a thick tube in Ω that connects the balls B(Xi, s/2).

Let {Bj}Nj=1 be a finite collection of balls of equal radii whose centers lie in the line
segment [Y1, Y2], whose centers are spaced out by the radii (so that they cover [Y1, Y2]),
and such that N ≤ C(Λ). We call

H := B(X1, s/2)
⋃N
j=1Bj

⋃
B(X2, s/2)

a well-tempered Harnack Chain connecting X1 and X2.

Remark 2.2.11. As was shown in [DFM19b] and mentioned above, the closed unbounded
d-ADR set Γ that we consider has ample interior Corkscrew points and Harnack Chains.
Therefore, our boundary Γ is axiomatically very similar to the boundaries of the so-called
1-sided chord-arc domains, which are open sets Ω̃ ⊂ Rn whose boundary ∂Ω̃ is (n− 1)-
Ahlfors-David regular, and having interior Corkscrews and Harnack Chains. For this
reason, as we shall see in the rest of this chapter, many of the results here have direct
analogues in the setting of 1-sided chord-arc domains that was explored in the seminal
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paper [HM14], and often with very similar proofs, that we decide to omit in some cases,
and in some other occasions, we decide to give different proofs of the expected results.

A key difference for us is that the sawtooth domains (to be defined further below) will
have boundaries of mixed dimension, whence the usual global ADR notion is meaningless
for them. Another issue is that we cannot rely on comparison principles for domains with
different boundaries than Γ, because the coefficients of the operator explicitly depend on
the distance to the boundary; instead we are restricted to work with “global” comparison
principles. Still, we are able to overcome these issues. Hence we supply very careful and
detailed proofs of our results leading up to the analogue of the Dahlberg-Jerison-Kenig
sawtooth-projection lemma.

We will need to study non-negative doubling Borel measures on Γ.

Definition 2.2.12 (Doubling measures). Fix a surface ball ∆(x, r) ⊆ Γ, r ∈ (0,+∞]

(by convention, ∆(x,+∞) = Γ). We say that a non-negative Borel measure µ on ∆ is
doubling on ∆ if there exists a constant M large enough such that for each surface ball
∆′ with 2∆′ ⊂ ∆, we have that

µ(2∆′) ≤ Cdoublingµ(∆′).

The following definition gives a quantitative version of absolute continuity between
measures.

Definition 2.2.13 (A∞ measures). Given a doubling non-negative Borel measure ν on Γ,
and a fixed surface ball ∆ ⊆ Γ, we say that the doubling measure µ is of class A∞(ν,∆)

if for each ε > 0, there exists a number ξ = ξ(ε) > 0 such that for every surface ball
∆′ ⊆ ∆, and every Borel set E ⊂ ∆′, we have that

ν(E)

ν(∆′)
< ξ =⇒ µ(E)

µ(∆′)
< ε. (2.2.14)

After reviewing the elliptic PDE theory for the sets we are studying, we will need
to study a more precise quantification of absolute continuity than just membership to
A∞. Given a doubling Borel measure µ on Γ, a weight w on Γ is a non-negative
L1

loc(Γ, µ) function. A weight induces a non-negative Borel measure as follows: for any
µ−measurable set E ⊂ Γ we write w(E) :=

∫
E w dµ.
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Definition 2.2.15 (The Reverse Hölder classRHp). Given a non-negative doubling Borel
measure µ on Γ, a fixed surface ball ∆0 ⊂ Γ, a weightw ∈ L1

loc(∆0, µ), and p ∈ (1,∞),
we say that w ∈ RHp(µ,∆0) if there exists a constant Cp such that for every surface ball
∆ ⊂ ∆0, ( 1

µ(∆)

∫
∆
wp dµ

) 1
p ≤ Cp

1

µ(∆)

∫
∆
w dµ. (2.2.16)

We denote by the RHp(µ,∆0) characteristic of w the smallest number Cp such that
(2.2.16) holds for all ∆ ⊂ ∆0. When µ is the surface measure σ, we simply write
RHp(σ,∆0) = RHp(∆0). Furthermore, if ν, µ are two doubling non-negative Borel
measures on Γ, ∆0 ⊂ Γ, and p ∈ (1,∞), we say that µ ∈ RHp(ν,∆0) if µ� ν and the
Radon-Nikodym derivative dµ

dν lies in RHp(ν,∆).

Let us record some properties of the A∞ class. For our setting, the following results
have appeared in [Jaw86] and [ST89].

Theorem 2.2.17 (Properties of A∞ measures; Theorem 1.4.13 of [Ken94]; [ST89]). Let
µ, ν be doubling non-negative Borel measures on Γ, and let ∆ be a surface ball. The
following statements hold.

(i) If µ ∈ A∞(ν,∆), then µ is absolutely continuous with respect to ν on ∆.
(ii) The class A∞ is an equivalence relation.
(iii) We have that µ ∈ A∞(ν,∆) if and only if there exist uniform constantsC > 0, θ >

0, such that for each surface ball ∆′ ⊆ ∆ and each Borel set E ⊆ ∆′, we have that

µ(E)

µ(∆′)
.
( ν(E)

ν(∆′)

)θ
.

(iv) We have that µ ∈ A∞(ν,∆) if and only if there exist ε ∈ (0, 1), δ ∈ (0, 1) so that
(2.2.14) holds for all surface balls ∆′ ⊂ ∆ and all Borel sets E (see [GR85a]).

(v) The characterization A∞(ν) =
⋃
p>1RHp(ν) holds.

(vi) We have that µ ∈ RHp(ν) if and only if the uncentered Hardy-Littlewood maximal
function adapted to Γ,

(Mµf)(x) := sup
∆3x

1

µ(∆)

∫
∆
|f | dµ, (2.2.18)

verifies the estimate ‖Mµf‖Lp′ (dν) . ‖f‖Lp′ (dν), where p
′ is the Hölder conjugate

of p, so that 1
p + 1

p′ = 1.
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To conclude this minimal set-up for d-ADR sets, we give a meaning to the non-
tangential maximal functions and square functions, which are essential concepts in theory
of the Dirichlet problems with rough data.

Definition 2.2.19 (Non-tangential maximal function and square function). For any x ∈ Γ

and α > 0, we define the non-tangential cone γα(x) with vertex x and aperture α as

γα(x) =
{
X ∈ Ω : |X − x| < (1 + α)δ(X)

}
,

We often omit the superscript α. Define the square function as

Su(x) =
(∫∫

γ(x)
|∇u(X)|2δ(X)2−n dX

) 1
2
.

Finally, the non-tangential maximal function is given byNu(x) = sup
X∈γ(x)

|u(X)|. Given

a measurable function f on Γ, we say that u→ f non-tangentially if for σ−almost every
x ∈ Γ, we have that lim

γ(x)3X→x
u(X) = f(x).

2.3 Dyadic decomposition of sets of high co-dimension

In the following lemma, we exhibit a family of partitions for Γ which are analogous
to dyadic cubes. The original construction of such a dyadic grid for d-ADR sets with
d = n− 1 is found in [Dav88]; in the book [Dav91] there is a simpler proof which adapts
to our setting. See also [Chr90] for a different proof in the even more general case of
spaces of homogeneous types.

Lemma 2.3.1 (Dyadic cubes for d−Ahlfors-David regular set). [Dav91]. There exist
constants a0 ∈ (0, 1], A0 ∈ [1,∞), ζ ∈ (0, 1), depending only on d, n, and the d-ADR
constant Cd, such that for each k ∈ Z, there is a collection of Borel sets (“dyadic cubes”)

Dk = Dk(Γ) := {Qkj ⊂ Γ : j ∈J k},

whereJ k denotes some indexing set depending on k, satisfying the following properties.

(i) For each k ∈ Z, Γ =
⋃
j∈J k Qkj .

(ii) Ifm ≥ k then either Qmi ⊂ Qkj or Qmi ∩Qkj = ∅.
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(iii) For each pair (j, k) and each m < k, there is a unique i ∈ Jm such that
Qkj ⊂ Qmi . Whenm = k− 1, we callQmi the dyadic parent ofQkj , and we say that
Qkj is a dyadic child of Qmi .

(iv) diam Qkj < A02−k.
(v) Each Qkj contains some surface ball ∆(xkj , a02−k) = B(xkj , a02−k) ∩ Γ.
(vi) H d({x ∈ Qkj : dist(x,Γ\Qkj ) ≤ ρ2−k}) ≤ A0ρ

ζH d(Qkj ), for all (j, k) and all
ρ ∈ (0, a0).

Let us define some notions and state some useful properties of this construction.

•We shall denote by D = D(Γ) the collection of all relevant Qkj ; that is,

D = D(Γ) :=
⋃
k∈Z

Dk(Γ). (2.3.2)

Henceforth, we refer to the elements ofD as dyadic cubes, or cubes. ForQ ∈ D, we write
DQ := {Q′ ∈ D : Q′ ⊆ Q}, and DkQ = Dk(Γ) ∩ DQ.

• Note carefully that if Qk+1
i is the dyadic parent of Qkj , then it is possible that, as

sets, Qk+1
i = Qkj . In other words, if Q ∈ D, then the set K(Q) := {k ∈ Z : Q =

Qkj for some j} may in general have cardinality greater than or equal to 1. We call K(Q)

the generational bandwith of Q. By Lemma 2.2.4 and properties (iv) and (v) above, we
have that if k ∈ K(Q), then

2−1/dC
−2/d
d a02−k ≤ diamQ ≤ A02−k, (2.3.3)

which implies that K(Q) is finite, and in fact,

1 ≤ card(K(Q)) ≤ log2

[
2
d+1
d C

2/d
d A0a

−1
0

]
. (2.3.4)

Define the dyadic generation ofQ ∈ D as the oldest generation thatQ belongs to; that is,

k(Q) = min
k∈K(Q)

k,

and note that, if k ∈ K(Q), then k(Q) ≤ k ≤ k(Q) + log2

[
2
d+1
d C

2/d
d A0a

−1
0

]
. We

call the number `(Q) = 2−k(Q) the length of Q. Given a fixed Q ∈ D, we call a cube
Q′ ∈ DQ\{Q} a proper child of Q if `(Q′) < `(Q) and `(Q′) ≥ `(Q′′) for any other
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Q′′ ∈ DQ. Likewise, given Q ∈ D, we call a cube Q̂ ∈ D with Q̂ ⊃ Q a proper parent
of Q if `(Q̂) > `(Q) and Q̂ ⊆ Q̃ for any Q̃ ∈ D with Q̃ ) Q. If Q′ ∈ DQ is a proper
child of Q, then we have that

`(Q) > `(Q′) ≥ a0

2
2d+1
d C

2/d
d A0

`(Q) =: cK`(Q). (2.3.5)

IfQ′ is a proper child ofQ, then by the partitioning property of the dyadic cubes we must
have that there exists a collection {Q′′} of proper children of Q such that ∪Q′′ = Q. In
the sequel, if we say that Q′ is a child of Q, we mean that Q′ is a dyadic child of Q,
leaving open the possibility that Q′ = Q as sets.

• (Almost inscription and subscription of surface balls). Properties (iv) and (v) also
imply that for each cube Q ∈ D, there is a point xQ ∈ Γ such that

∆(xQ, a0`(Q)) ⊂ Q ⊆ ∆(xQ, A0`(Q)). (2.3.6)

We call xQ the center ofQ. We note that (2.3.6) and (2.2.2) imply the following estimate
on the surface measure of Q:

C−1
d ad0`(Q)d ≤ σ(Q) ≤ CdAd0`(Q)d. (2.3.7)

• (Number of children of Q). Fix Q ∈ D and let {Qj}j∈J be the collection of all
(dyadic) children of Q. It must be the case by property (i) that Q = ∪j∈JQj . Observe
the elementary estimate

σ(Q) = σ(∪j∈JQj) =
∑
j∈J

σ(Qj) ≥ C−1
d ad0

`(Q)

2
card J,

where we used (2.3.7) in the last inequality. Putting the previous estimate together with
the upper bound in (2.3.7) gives that

card({children of Q}) ≤ C2
d [a−1

0 A02]d. (2.3.8)

• (Corkscrew points for Q). We denote by XQ a point in Ω which is a Corkscrew
point (with Corkscrew constant c̃ > 0) for the surface ball ∆(xQ, a0`(Q)). Such a point
is called a Corkscrew point for Q (with Corkscrew constant c̃ > 0).
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• The inequality in (vi) says that the boundary of a dyadic cubeQkj is uniformly thin;
indeed, one may easily deduce from it that H d(∂Q) = 0 for any Q ∈ D.

• By F = {Qj}j we denote a family of pairwise disjoint dyadic cubes in D, which
we identify as subsets of Γ and not as elements of ∪kDk. Accordingly, if Qj ∈ F , then
its parent Q̂ ∈ D does not belong to F , and we have that `(Qj) < `(Q̂) ≤ c−1

K `(Qj). We
refer to such a collection F as a disjoint family.

•We define the projection operator PF : L1
loc(Γ, σ)→ L1

loc(Γ, σ) by

(PFf)(x) := f(x)1Γ\(∪jQj)(x) +
∑
j

( 1

σ(Qj)

∫
Qj

f dσ
)
1Qj (x), x ∈ Γ. (2.3.9)

One has that PF ◦ PF = PF , PF is self-adjoint, and ‖PFf‖Lp(Γ,σ) ≤ ‖f‖Lp(Γ,σ) for
every p ∈ [1,∞]. Observe that if µ is a non-negative finite Borel measure on Γ and
E ⊆ Γ is a Borel set, then we may naturally define the measure PFµ as follows:

PFµ(E) :=

∫
Γ
PF (1E) dµ = µ(E\ ∪j Qj) +

∑
j

σ(E ∩Qj)
σ(Qj)

µ(Qj). (2.3.10)

In particular, PFµ(Γ) = µ(Γ). Notice that PFµ is defined in such a way that it coincides
with µ in Γ\(∪jQj) and in each Qj we replace µ by µ(Qj)/σ(Qj) dσ.

2.3.1 The theory of quantitative absolute continuity adapted to the dyadic
grid

We will need to make sense of the doubling property adapted to our dyadic grids.

Definition 2.3.11 (Dyadically doubling measures). We say that a Borel measure µ on
Q0 ∈ D is dyadically doubling in Q0 if 0 < µ(Q) < ∞ for every Q ∈ DQ0 and there
exists a constant Cµ ≥ 1 such that µ(Q) ≤ Cµµ(Q′) < ∞ for every Q ∈ DQ0 and for
every dyadic child Q′ of Q.

Lemma 2.3.12 (Doubling implies dyadically doubling). Fix Q0 ∈ D and suppose that µ
is a doubling Borel measure on the surface ball ∆0 := ∆(XQ0 , 2A0`(Q0)). Then µ is
dyadically doubling in Q0.

The following lemma gives us that if a measure is dyadically doubling, then so is its
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projection. We omit its easy proof as it is essentially the same as that in [HM14] (see
Remark 2.2.11).

Lemma 2.3.13 (Lemma B.1 of [HM14]). Fix Q0 ∈ D, let F ⊂ Q0 be a disjoint family,
and let µ be a dyadically doubling measure in Q0. Then PFµ is dyadically doubling in
Q0.

Now we define quantitative absolute continuity on our dyadic grid.

Definition 2.3.14 (Adyadic
∞ and RHdyadic

p ). Fix Q0 ∈ D, and let µ, ν be two dyadically
doubling measures on Q0. We say that µ ∈ A

dyadic
∞ (ν,Q0) if there exist constants

0 < α, β < 1 such that for every Q ∈ DQ0 and for every Borel set F ⊂ Q, we have that

ν(F )

ν(Q)
> α =⇒ µ(F )

µ(Q)
> β.

Given p ∈ (1,∞) and µ, ν as above, we say that µ ∈ RH
dyadic
p (ν,Q0) if and only if

µ � ν in Q0 and there exists a constant Cp ≥ 1 such that for every Q ∈ DQ0 , we have
the estimate ( 1

ν(Q)

∫
Q

(dµ
dν

)p
dν
) 1
p ≤ Cp

1

ν(Q)

∫
Q

dµ

dν
dν.

Analogously to the continuous setting of Theorem 2.2.17 (v) (and essentially by the same
arguments; see the proof of Lemma B.7 of [HM14]), we have the characterization

Adyadic
∞ (ν,Q0) =

⋃
p>1RH

dyadic
p (ν,Q0).

We write Adyadic
∞ (Q0) = A

dyadic
∞ (σ,Q0) and RHdyadic

p (Q0) = RH
dyadic
p (σ,Q0).

The next result gives that the Adyadic
∞ property is passed on from a measure to its

projection. Its proof is essentially the same as that of Lemma 4.1 in [HM10] (see Remark
2.2.11); and so we omit the details.

Lemma 2.3.15 (Lemma 4.1 of [HM10]). Fix Q0 ∈ D, let F ⊂ Q0 be a disjoint family,
and suppose that µ ∈ Adyadic

∞ (Q0). Then PFµ ∈ Adyadic
∞ (Q0).

As expected, we have the symmetry of the Adyadic
∞ class. It is proven in [HM14]

in a similar setting (see Remark 2.2.11), but their proof generalizes to our situation
immediately.
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Lemma 2.3.16 (Symmetry of Adyadic
∞ , Lemma B.7 and Remark B.10 of [HM14]). Let

Q0 ∈ D and let µ, ν be two dyadically doubling measures onQ0. Assume that there exist
positive constants C0, θ0, such that for all Q ∈ DQ0 and all Borel sets F ⊆ Q,

ν(F )

ν(Q)
≤ C0

(µ(F )

µ(Q)

)θ0
. (2.3.17)

Then, there exist C1, θ1 > 0 such that for all Q ∈ DQ0 and all Borel sets F ⊆ Q,

µ(F )

µ(Q)
≤ C1

(ν(F )

ν(Q)

)θ1
.

Furthermore, µ ∈ A
dyadic
∞ (ν,Q0) if and only if (2.3.17) holds for some C0, θ0 and all

Q ∈ DQ0 , F ⊂ Q.

To finalize this section, we present a generalization of Lemma B.7 in [HM12], which
allows us to conclude that a measure isAdyadic

∞ if it satisfies a certain local Reverse Hölder
inequality. The result has been shown in a setting very similar to ours in Lemma 3.1 of
[CHM19] (see Remark 2.2.11); the proof is essentially the same and so we omit it.

Lemma 2.3.18 (Local RH implies Adyadic
∞ , Lemma 3.1 of [CHM19]). Fix Q0 ∈ D and

ε ∈ (0, 1). Let v ∈ L1(Q0) be a function such that there exists C0 ≥ 1 verifying that
0 < v(Q) ≤ C0v(ε∆Q) for everyQ ∈ DQ0 , where ∆Q := ∆(xQ, a0`(Q)). Assume also
that there exist C1 ≥ 1 and p ∈ (1,∞) such that

( 1

σ(ε∆Q)

∫
ε∆Q

vp dσ
) 1
p ≤ C1

1

σ(ε∆Q)

∫
ε∆Q

v dσ, for each Q ∈ DQ0 .

Then v ∈ RHdyadic
p (Q0) (hence, ν ∈ Adyadic

∞ (Q0)) with RHp characteristic depending
only on n, d, Cd, p, ε, C0, C1.

2.4 Sawtooth domains

Given a domain Ω, the so-called sawtooth domains ΩF ⊂ Ω can (morally) be thought of
as 1-sided NTA domains which hide certain parts F of ∂Ω in the exterior of ΩF . These
domains will be decisively used in step 2 of the proof of Theorem 2.1.1 in Section 2.9.4 to
pass from certain interior estimates to boundary estimates via a Dahlberg-Jerison-Kenig
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projection lemma (Lemma 2.8.1). The use of thismachinery requires that we have a robust
elliptic PDE theory on our sawtooth domains. We will see that our dyadically-generated
sawtooth domains will be mixed-dimensional, so that an elliptic PDE theory for them is
highly non-trivial. As such, we will give a careful construction with the goal to prove in
the following section, Section 2.5, that our dyadic sawtooth domains satisfy the mixed-
dimension theory of [DFM]. Indeed, while in [DFM] it is shown that certain sawtooth
domains over Lipschitz graphs satisfy their axioms, our dyadic sawtooth domains over
arbitrary d-ADR sets (with possibly fractional dimension) were not considered, and the
verification is considerably more subtle.

2.4.1 Construction of sawtooth domains

In this subsection, we construct the sawtooth domains for d-ADR sets with d < n−1. The
abstract construction here was first considered for 1-sided NTA domains with (n − 1)-
ADR boundaries in [HM14], and developed for the setting d < n − 1 in [MZ19]. If
d < n − 1, we have no further assumptions, since the d−ADR property of Γ gives the
existence of Corkscrew points and Harnack Chains.

We begin the construction. Since Ω = Rn\Γ is an open set in Rn, there exists a
collection of closed dyadic Whitney boxes, denoted byW = W(Ω), so that the interiors
of the boxes never overlap pairwise, the boxes form a covering of Ω, and moreover they
satisfy the conditions

4diam I ≤ dist(4I,Γ) ≤ dist(I,Γ) ≤ 40diam I, for each I ∈ W, (2.4.1)

and
1

4
diam I1 ≤ diam I2 ≤ 4diam I1

whenever ∂I1 ∩ ∂I2 6= ∅ (see, for instance, [Ste70a]).

Notation 2.4.2. Let XI denote the center of I and `(I) the side-length of I , so that
diam I =

√
n`(I). We also write k(I) = k if `(I) = 2−k. We say that two Whitney

boxes touch, or that they are adjacent, if their boundaries intersect. IfX ∈ I and I ∈ W ,
then 4 diam I ≤ δ(X) ≤ 41 diam I .

We want to associate to eachQ ∈ D a “Whitney region” in Ω, which we will construct
by taking a union of certain dilated Whitney boxes. Hence, we ought to understand which
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Whitney boxes should be part of a Whitney region associated to the cube Q. The main
two properties we desire to embed in such a region are, first, that it houses the Corkscrew
points for Q, and second, that these Corkscrew points are joined together by Harnack
Chains that remain within the region. We will also want to fit in parameters that allow
us to control the non-tangential aperture of these regions. In preparation to define these
regions, we supply the technically relevant results.

Wcs
Q : The initial core of the Whitney region

First, we will make sure that a Whitney region houses Corkscrew points (see Definition
2.2.7).

Lemma 2.4.3 (Whitney boxes contain Corkscrew points). Fix Q ∈ D and suppose
that X ∈ Ω is a Corkscrew point with Corkscrew constant c > 0 for the surface ball
∆(xQ, a0`(Q)/2). Then there exists I ∈ W such that X ∈ I and satisfying

a0c

82
√
n
`(Q) ≤ `(I) ≤ a0

8
√
n
`(Q), dist(I,Q) ≤ a0`(Q)/2. (2.4.4)

Proof. SinceW is a covering of Ω, it follows that there exists I ∈ W such that X ∈ I .
We now prove the bounds in (2.4.4). The upper estimate for `(I) in (2.4.4) is deduced
from the following chain of inequalities:

4
√
n`(I) = 4 diam I ≤ dist(I,Γ) ≤ dist(I, xQ) ≤ |X − xQ| < a0`(Q)/2,

where we have used (2.4.1), xQ ∈ Γ, X ∈ I , and that X ∈ B(xQ, a0`(Q)/2). By
observing that dist(I,Q) ≤ dist(I, xQ), we arrive at the desired estimate for dist(I,Q).
It remains now to give the lower bound for `(I). Since B(X, ca0`(Q)/2) ⊂ Ω, we have
that dist(X,Γ) ≥ ca0`(Q)/2. Note that

40
√
n`(I) = 40 diam I ≥ dist(I,Γ) ≥ dist(X,Γ)− diam I ≥ ca0`(Q)/2−

√
n`(I),

whence the desired result follows. �
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Thus, for each cube Q ∈ D the collection

Wcs
Q :=

{
I ∈ W :

a0c

82
√
n
`(Q) ≤ `(I) ≤ a0

8
√
n
`(Q), dist(I,Q) ≤ a0`(Q)/2

}
(2.4.5)

contains all the Corkscrew points for∆(xQ, a0`(Q)/2)with Corkscrew constant c (which
evidently are Corkscrew points of Q). We note that without loss of generality, we may
assume that a Corkscrew point for Q is located at the center of some I ∈ Wcs

Q (with
possibly smaller Corkscrew constant), as gives us the following result.

Lemma 2.4.6 (Corkscrew points lie at the centers of Whitney boxes). Fix Q ∈ D andX
a Corkscrew point for the surface ball ∆(xQ, a0`(Q)/2) with Corkscrew constant c > 0.
If I ∈ Wcs

Q contains X , then XI (see Notation 2.4.2) is a Corkscrew point for Q with
Corkscrew constant c̃ = c/(1000

√
n). Moreover, B(XI , c̃a0`(Q)) ⊂ int(1

2I).

Proof. Suppose that I ∈ Wcs
Q contains X . Then |X −XI | ≤ diam I ≤ a0`(Q)/4, and

|XI − xQ| ≤ |XI −X|+ |X − xQ| < a0`(Q)/4 + a0`(Q)/2 < a0`(Q).

HenceXI ∈ B(xQ, a0`(Q)). Now let c̃ be as in the statement of the lemma, and observe
that for any Y ∈ B(XI , c̃a0`(Q)), we have that

|XI − Y | ≤ c̃a0`(Q) < a0c
82
√
n
`(Q)

8 < `(I)/8,

|Y − xQ| ≤ diam I + |X − xQ| < a0`(Q),

as desired. �

Corollary 2.4.7. For anyQ ∈ D, there exists I ∈ Wcs
Q such thatXI is a Corkscrew point

for Q with Corkscrew constant c̃ = c̃(c, n).

W0
Q: The fattened core

It may happen thatWcs
Q is too meager a region to use it to pass to “continuous” sawtooth-

domains, or to pass between “adjacent” Whitney regions. We introduce parameters
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η ∈ (0, 1) andK ≥ 1 and define

W0
Q :=

{
I ∈ W :

a0c

82
√
n
η`(Q) ≤ `(I) ≤ a0

4
√
n
K`(Q), dist(I,Q) ≤ a0K`(Q)

}
(2.4.8)

so that we may enlargenW0
Q according to aperture considerations. Immediately we have

the following two technical results.

Lemma 2.4.9 (Transversal adjacency of Whitney regions). If η ∈ (0, cK), then for any
Q ∈ D, the Whitney regionW0

Q contains all Corkscrew points of the proper children of
Q (with Corkscrew constant c).

Proof. Upon using (2.3.5), the proof is very similar to that of (2.4.4), and thus we omit it.
�

Lemma 2.4.10 (Parallel adjacency of Whitney regions). Fix Q1, Q2 ∈ D and suppose
that `(Q1) ≤ `(Q2) ≤ c−1

K `(Q1), and dist(Q1, Q2) ≤ 500`(Q2). If η ∈ (0, cK) and
K ≥ 500A0a

−1
0 , thenW0

Q1
∩W0

Q2
6= ∅.

Proof. Recall that Wcs
Q1
6= ∅, so fix I ∈ Wcs

Q1
. It is easy to see that a0c

82
√
n
cK`(Q2) ≤

`(I) ≤ a0

4
√
n
K`(Q2), while the triangle inequality gives us that

dist(I,Q2) ≤ dist(I,Q1) + diamQ1 + dist(Q1, Q2)

≤ a0`(Q1)/2 +A0`(Q1) + 500`(Q2) ≤ 500A0`(Q2) ≤ a0K`(Q2).

Thus I verifies the conditions to be an element ofW0
Q2

. �

Henceforth, we assume that η < cK, K ≥ 500A0a
−1
0 . We need to augmentW0

Q one
final time: we must provide it with enough new boxes so that Harnack Chains (Definition
2.2.9) connecting its old boxes are contained within a region that stays far from Γ. When
d < n− 1, the technical result needed to accomplish this is

Lemma 2.4.11 (Harnack Chains ofW0
Q if d < n− 1). Fix Q ∈ D, XQ a Corkscrew

point of Q with Corkscrew constant c > 0, and I ∈ W0
Q (note that I may or may not

contain XQ). Then we may construct a well-tempered Harnack Chain HI connecting
XQ to XI (see Lemma 2.2.10) consisting of a number at most NH of balls, where

NH = 4
cH

[
41
2cη

(
1 + 5

4K + A0
a0

)] n−1
n−1−d

,
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and

dist(HI ,Γ) ≥ 1

2
cH

[
41
2c

(
1 + 5

4K + A0
a0

)] −d
n−1−d ( 2

41a0c
)
η

n−1
n−1−d `(Q).

Proof. Since I ∈ W0
Q, we have that

δ(XI) = dist(XI ,Γ) ≥ dist(I,Γ) ≥ 4
√
n`(I) ≥ 2

41
a0cη`(Q).

Furthermore, δ(XQ) ≥ crQ = a0c`(Q) ≥ 2
41a0c`(Q). Thus we take s := 2

41a0cη`(Q)

in the setup of Lemma 2.2.10. Next, we estimate

|XI −XQ| ≤ diam I + dist(I,Q) + diamQ+ |XQ − xQ|

≤
√
n`(I) + a0K`(Q) +A0`(Q) + a0`(Q)

≤
(
(5

4K + 1)a0 +A0

)
`(Q) =

(
41
2cη

[
1 + 5

4K + A0
a0

])(
2
41a0cη`(Q)

)
.

Hence we take Λ := 41
2cη

[
1+ 5

4K+ A0
a0

]
. We now invoke the conclusion of Lemma 2.2.10

to find two points YI ∈ B(XI , a0cη`(Q)/41), YQ ∈ B(XQ, a0cη`(Q)/41) such that

dist([YI , YQ],Γ) ≥ cH
[

41
2c

(
1+5

4K+A0
a0

)] −d
n−1−d ( 2

41a0c
)
η

n−1
n−1−d `(Q) =: a1η

n−1
n−1−d `(Q).

(2.4.12)
Consider a finite covering of [YI , YQ] by balls Bj with centers in [YI , YQ], radii all equal
to a1

2 η
n−1
n−1−d `(Q), and centers spaced by the radii. It is clear that the union of the balls

Bj is a well-tempered Harnack ChainHI satisfying the second desired estimate. LetN ′H
be the cardinality of the covering. Since

|YI − YQ|
a1
2 η

n−1
n−1−d `(Q)

≤
|YI −XI |+ |XI −XQ|+ |XQ − YQ|

a1
2 η

n−1
n−1−d `(Q)

≤ 2Λs

cH
2 Λ

−d
n−1−d s

,

and N ′Ha1η
n−1
n−1−d `(Q)/2 ≤ |YI − YQ| + a1η

n−1
n−1−d `(Q)/2, the first desired estimate

follows. �

Actually, Harnack Chains cannot stray too far from the boxes in W0
Q, as gives the

following result.

Lemma 2.4.13 (Non-degeneracy of boxes in Harnack Chains ofW0
Q). Suppose that
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J ∈ W intersects the Harnack Chain of Lemma 2.4.11. Then

a1

82
√
n
η

n−1
n−1−d `(Q) ≤ `(J) ≤ 2a0K +A0

4
√
n

`(Q), dist(J,Q) ≤ (2a0K +A0)`(Q),

(2.4.14)
where a1 = a1(n, d, Cd, c, cH,K) is the quantity defined in (2.4.12).

Proof. Given that J ∩HI 6= ∅, then there existsX ∈ J andX ∈ HI , so that in particular
dist(X,Γ) ≥ 1

2a1η
n−1
n−1−d `(Q). On the other hand,

dist(X,Γ) ≤ diam J + dist(J,Γ) ≤
√
n`(J) + 40

√
n`(J) = 41

√
n`(J),

so that the lower bound for `(J) in (2.4.14) follows immediately. Now, note that
4
√
n`(J) ≤ dist(J,Γ) ≤ dist(X,Γ). Since X ∈ HI , there exists a ball B such

thatX ∈ B, where B has center YB ∈ [YI , YQ] and has radius a1
2 η

n−1
n−1−d `(Q). Consider

the estimate

dist(YB,Γ) ≤ max
{
|YI − xQ|, |YQ − xQ|

}
≤ 1

41a0cη`(Q) + max
{
|XI − xQ|, |XQ − xQ|

}
≤ 1

41a0cη`(Q) + dist(I,Q) + diamQ+ diam I

≤
[

1
41cη + 5

4K + A0
a0

]
a0`(Q),

so that

dist(J,Γ) ≤ dist(X,Γ) ≤ dist(YB,Γ) + a1
2 η

n−1
n−1−d `(Q)

≤
[

1
41cη + 5

4K + A0
a0

]
a0`(Q) + a1

2 η
n−1
n−1−d `(Q) ≤ (2a0K +A0)`(Q).

This last estimate gives the rest of the bounds in (2.4.14). �

WQ: Bridging the gaps via Harnack Chains

We proceed with the construction of the sawtooth domains. Fix Q ∈ D and let XQ be
a Corkscrew point for Q, which we now fix, and which belongs to some Whitney box in
W0
Q. For each I ∈ W0

Q, we let HI be any well-tempered Harnack Chain connecting XI

to XQ manufactured in Lemma 2.4.11. Then we letWQ be the set of all J ∈ W which
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meet at least one of the Harnack ChainsHI with I ∈ W0
Q; that is,

WQ :=
{
J ∈ W : there exists I ∈ W0

Q for whichHI ∩ J 6= ∅
}
. (2.4.15)

Note that WQ contains Harnack Chains (in the sense of Definition 2.2.9) between
any two of its points. Let us sketch a proof of this fact. Let J1, J2 ∈ WQ and Z1 ∈ J1,
Z2 ∈ J2; immediately note that δ(Zi) & `(Q) and |Z1 − Z2| . `(Q). By construction,
there exist Ii ∈ W0

Q, i = 1, 2, such that HIi ∩ Ji 6= ∅, so let Yi ∈ HIi ∩ Ji. Since
HIi connects XIi to (the fixed point) XQ, and since Yi ∈ HIi , it follows that Y1 and
Y2 are linked by a Harnack Chain. Since Ji is an n−dimensional open cube, Yi can be
linked to Zi via a Harnack Chain as well. Thus there is a Harnack Chain that contains
Z1, Y1, XI1 , XQ, XI2 , Y2, Z2, as desired.

We clearly have that W0
Q ⊂ WQ, and we note that if J ∈ WQ, then J satisfies the

assumptions of Lemma 2.4.13 and therefore (2.4.14) holds, giving that

WQ ⊆
{
I ∈ W : a2`(Q) ≤ `(I) ≤ A2`(Q), dist(I,Q) ≤ 4

√
nA2`(Q)

}
,

(2.4.16)
where a2, A2 are the corresponding multiplicative constants in the first inequality chain
in (2.4.14). In particular, once η,K are fixed, for any Q ∈ D, the cardinality of WQ is
uniformly bounded, which is a corollary of the following result.

Lemma 2.4.17 (Number of Whitney boxes in a Whitney region). Fix Q ∈ D and for
positive numbers α, β, γ with α < β, define the set

W(α, β, γ) =
{
I ∈ W : α`(Q) ≤ `(I) ≤ β`(Q), dist(I,Q) ≤ γ`(Q)

}
.

Then
card(W(α, β, γ)) ≤

[√nβ + γ +A0

α

]n
|B(0, 1)| (2.4.18)

Proof. FixQ ∈ D, letX ∈ I be arbitrary with I ∈ W(α, β, γ), and consider the estimate

|X − xQ| ≤ diam I + dist(I,Q) + diamQ ≤
√
nβ`(Q) + γ`(Q) +A0`(Q).

It follows that ∪I∈W(α,β,γ)I ⊆ B(xQ, (
√
nβ + γ +A0)`(Q)). Hence, note that

56



card(W(α, β, γ))[α`(Q)]n =
∑

I∈W(α,β,γ)

[α`(Q)]n ≤
∑

I∈W(α,β,γ)

`(I)n

=
∣∣⋃

I∈W(α,β,γ) I
∣∣ ≤ |B(xQ, (

√
nβ + γ +A0)`(Q))|

= [(
√
nβ + γ +A0)`(Q)]n|B(0, 1)|.

The desired result follows immediately. �

Corollary 2.4.19 (Cardinality ofWQ). For each Q ∈ D, we have that

card(WQ) ≤
[5
√
nA2 +A0

a2

]n
|B(0, 1)| =: N0.

UQ: The Whitney region

Next, we choose a small dilation parameter θ ∈ (0, 1) so that for any I ∈ W , the
concentric dilation I∗ = (1 + θ)I still satisfies the Whitney property

diam I ≈ diam I∗ ≈ dist(I∗,Γ) ≈ dist(I,Γ),

with uniform constants not depending on the choices of η,K. More precisely, it can be
easily shown that, as long as θ ∈ (0, 8), we have for each I ∈ W the estimates

diam I ≤ diam I∗ ≤ (1 + θ) diam I,

(1− θ
8) dist(I,Γ) ≤ dist(I∗,Γ) ≤ dist(I,Γ),

1
40 dist(I∗,Γ) ≤ diam I∗ ≤ 21+θ

8−θ dist(I∗,Γ).

For later use, we record also that if X ∈ ∂I∗ and θ ∈ (0, 1), then

2 diam I ≤ δ(X) ≤ 82 diam I. (2.4.20)

Moreover, by taking θ small enough we can guarantee that dist(I∗, J∗) ≈ dist(I, J):

Lemma 2.4.21 (Distances between dilated Whitney boxes). Suppose that I, J ∈ W .
Then for each θ ∈ (0, 1/(4

√
n)), we have the estimates

[
1− 4

√
nθ] dist(I, J) ≤ dist(I∗, J∗) ≤ dist(I, J). (2.4.22)
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Furthermore, if θ is as above and I, J ∈ W are distinct, then I∗ ∩ 1
2J = ∅.

Proof. Without loss of generality, suppose that `(I) ≥ `(J). If I and J are adjacent,
so that ∂I ∩ ∂J 6= ∅, then dist(I, J) = 0 and dist(I∗, J∗) = 0, so that (2.4.22) holds
trivially. Now suppose that I and J are not adjacent. The upper bound in (2.4.22)
holds trivially. By the Pidgeonholing Principle, we must have that dist(I, J) ≥ 1

4`(I),
for otherwise a point of J lies in a Whitney box adjacent to I , which implies that J is
adjacent to I and we have a contradiction. Next, let X∗ ∈ I∗ and Y ∗ ∈ J∗ be the points
such that dist(I∗, J∗) = |X∗ − Y ∗|. For each X ∈ I and Y ∈ J , observe the basic
estimate

|X∗ − Y ∗| ≥ |X − Y | − |Y − Y ∗| − |X∗ −X| ≥ dist(I, J)− |Y − Y ∗| − |X∗ −X|.

ChooseX so that |X −X∗| = dist(X∗, I) and Y so that |Y − Y ∗| = dist(Y ∗, J). Note
that dist(X∗, I) ≤ θ

2

√
n`(I) and dist(Y ∗, J) ≤ θ

2

√
n`(J) ≤ θ

2

√
n`(I). It follows that

dist(I∗, J∗) ≥
[
1 − 4

√
nθ
]

dist(I, J), which ends the proof of (2.4.22). Now suppose
that I, J ∈ W are distinct and without loss of generality say that `(I) ≥ `(J). If they are
not adjacent, then I∗ ∩ 1

2J = ∅ follows immediately from (2.4.22). Hence we need only
consider the case that I and J are adjacent, and in this case we have that `(J) ≥ 1

4`(I).
Let X∗ ∈ I∗ and Y ∈ 1

2J be points such that dist(I∗, 1
2J) = |X∗ − Y |, and choose

X ∈ I so that |X∗ −X| = dist(X∗, I) ≤ θ
2

√
n`(I). Reckon the elementary estimate

|X∗ − Y | ≥ |Y −X| − |X −X∗| ≥ 1
2`(J)− θ

2

√
n`(I) ≥

[
1
8 −

θ
2

√
n
]
`(I) > 0,

which yields the desired result. �

Corollary 2.4.23. Suppose that I, J ∈ W and θ ∈ (0, 1/(4
√
n)). Then I∗ ∩ J∗ 6= ∅ if

and only if ∂I ∩ ∂J 6= ∅.

Given Q ∈ D, we define an associated Whitney region UQ as

UQ :=
⋃
I∈WQ

I∗. (2.4.24)
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ΩF : The sawtooth domain

For any disjoint family F = {Qj}j ⊂ D, we define the discretized sawtooth relative to
F by

DF := D\
⋃
F DQj , (2.4.25)

so that DF is the collection of all Q ∈ D which are not contained in any Qj ∈ F . We
may also need to consider a local version of the sawtooth. If F ⊂ DQ0\{Q0} is as above,
then we define the (local) discretized sawtooth relative to F by

DF ,Q0 := DQ0\
⋃
F DQj . (2.4.26)

Finally, we define the global and local sawtooth domains relative to F via

ΩF := int
( ⋃
Q∈DF

UQ

)
, ΩF ,Q0 := int

( ⋃
Q∈DF,Q0

UQ

)
, (2.4.27)

where UQ is given in (2.4.24). Note that the discretized sawtooth is a collection of cubes
living in Γ, while the sawtooth domain is an open set in Ω. The salient feature of the
sawtooth domain ΩF is that it “hides” the disjoint family F (see Proposition 2.4.35 and
Lemma 2.4.43). In Section 2.4.3 below, we study the geometric properties of the sawtooth
domains in detail. For convenience, we set

WF :=
⋃
Q∈DF WQ, WF ,Q0 :=

⋃
Q∈DF,Q0

WQ, (2.4.28)

whereWQ is given in (2.4.15), so that in particular, we may write

ΩF = int
( ⋃
I∈WF

I∗
)
, ΩF ,Q0 = int

( ⋃
I∈WF,Q0

I∗
)
. (2.4.29)

We remark that
ΩF ,Q0 ⊂ B(xQ0 , 7

√
nA2`(Q0)) ∩ Ω (2.4.30)

for any Q0 ∈ D and any family F as above, where xQ0 is given in (2.3.6). Indeed, let
X ∈ ΩF ,Q0 , so that there exists Q ∈ DF ,Q0 and I ∈ WQ with X ∈ I∗. By (2.4.16) and
the triangle inequality, we see that
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|X−xQ0 | ≤ diam I∗+ dist(I∗, Q) + diamQ0 ≤ 2
√
n`(I) + 4

√
nA2`(Q) +A0`(Q)

≤ 7
√
nA2`(Q0).

2.4.2 Some further notation

Let F = {Qj}j be a disjoint family. The definitions below will be stated for the global
discretized sawtooth relative to F , but it is clear that we have direct analogues for the
local discrete sawtooth (see Section 2.4.1)

•We denote by ∆? a surface ball on ∂ΩF . More precisely, suppose that x? ∈ ∂ΩF

and r > 0. Then ∆?(x?, r) := B(x?, r) ∩ ∂ΩF .

• Let δ? : ΩF → [0,∞) be the distance to ∂ΩF ; that is, δ?(X) := dist(X, ∂ΩF ).

•We denote Σ := ∂ΩF\Γ, and observe that

Σ = ∂ΩF\Γ = ∂
(⋃

I∈WF I
∗)\Γ ⊂ ⋃

I ∈ WF
I ∩ ∂ΩF 6= ∅

∂I∗,

so that Σ consists of subsets of (n − 1)−dimensional faces of Whitney boxes I ∈ WF .
One may think of Σ as the sawtooth “barrier” that hides the disjoint family F . The
relevant geometric properties of Σ are studied in Section 2.4.3 below.

• For each Q0 ∈ D, we let the Carleson collection associated to Q0 be

RQ0 :=
⋃
Q∈DQ0

WQ, (2.4.31)

and we define the Carleson region RQ0 as

RQ0 := int
( ⋃
Q∈DQ0

UQ

)
= int

( ⋃
I∈RQ0

I∗
)
. (2.4.32)

The set in (2.4.32) generalizes the notion of a “Carleson box” above a cube (see Lemma
2.4.38); and this is the impetus for our notation of Carleson collection/region.

• The following dyadic version of the conical approach region in Definition 2.2.19
will be useful during Step 1 of the proof of Theorem 2.1.1 in Section 2.9.2. For every
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x ∈ Γ, we define the (global and local) dyadic non-tangential cones as

γd(x) =
⋃

Q∈D:Q3x
UQ, γQ0

d (x) =
⋃

Q∈DQ0
:Q3x

UQ (2.4.33)

Given an aperture α > 0, there exists K (in the definition (2.4.8)) sufficiently large such
that the standard non-tangential cone γα(x) ⊂ γd(x) for all x ∈ Γ; and vice versa, for
fixed values of η,K and the dilation constant θ, there exists α1 > 0 such that the dyadic
cone γd(x) ⊂ γα1(x) for all x ∈ Γ.

2.4.3 Geometric properties of sawtooth domains

In this subsection, we collect a number of technical results, many of which are direct
analogues of results shown in [HM14]. There, the authors work with 1-sided NTA
domains with (n− 1)−ADR boundaries. We are interested in borrowing their setup; the
proofs of many results here are very similar to theirs, with some small modifications.

The first lemma we wish to present says that the boundary of a union of Whitney
boxes consists of hyper-rectangles that do not degenerate.

Lemma 2.4.34 (Non-degeneracy of the faces of Σ). For all θ ∈ (0, 1/(16
√
n)) and for

each I ∈ WF (see (2.4.28) intersecting ∂ΩF , the set

∂ΣI
∗ := ∂I∗\ ∪J∈WF ,J 6=I int J∗ = (∂I∗ ∩ ∂ΩF )\ ∪J∈WF ,J 6=I int J∗

is a non-empty union of (n − 1)−dimensional rectangles R embedded in the (n − 1)-
dimensional faces of ∂I∗, such that no sidelength of any R is smaller than θ`(I)/4, thus
verifying H n−1(R) ≥ cnθn−1`(I)n−1, where cn ∈ (0, 1) depends only on n.

Proof. Suppose that I ∈ WF intersects ∂ΩF , whence it follows that some face of I∗

intersects ∂ΩF . In the union defining ∂ΣI
∗, we need only consider those J ∈ WF which

are adjacent to I , by Corollary 2.4.23. That ∂ΣI
∗ is a union of (n − 1)−dimensional

rectangles is clear by the construction of the sawtooth domain, as the boundary can be
written as a union of faces of cubes intersecting the complements of cubes.

Now let F ∗ be any face of I∗ so that F ∗ ∩ ∂ΩF 6= ∅, and let F be the face of I
corresponding to F ∗, defined as the unique face of I such that dist(intF, F ∗) = 1

2θ`(I).
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Fix a maximal rectangle R ⊂ F ∗ ∩ ∂ΩF (maximal in the sense that increasing any of its
side-lengths makes it stop being a subset of ∂ΩF ) and consider two cases.

Case a) There exists x ∈ R and x′ ∈ F such that dist(x, x′) = 1
2θ`(I). In this

case, for each θ small enough, we must have that x′ ∈ J ′, where J ′ /∈ WF is a Whitney
box adjacent to I . Since J ′ is adjacent to I , we have that `(J) ≥ `(I)/4, and recall
that the Whitney boxes are dyadically aligned. It follows that F\J∈WF ,J 6=IJ contains
an (n − 1)−dimensional cube F ′ ⊂ ∂J ′ of length `(F ′) ≥ `(I)/4. For each y′ ∈ F ′,
there exists a unique y ∈ F ∗ such that dist(y, y′) = 1

2θ`(I); accordingly we set F ′∗ to
be the collection of y ∈ F ∗ constructed in this way, and observe that x ∈ F ′∗. Then
we must have that R ⊃ F ′∗\ ∪J∈WF ,J 6=I J contains an (n − 1)−dimensional cube of
side-length (1

4 − 4θ)`(I), because for any straight line segment L in F ∗ parallel to a
coordinate axis and passing through the center of F ′∗, L intersects at most two Whitney
boxes J1, J2 ∈ WF different from I and such that J∗i ∩ F ′

∗ 6= ∅; both of which have
4`(I) ≥ `(Ji) ≥ `(I)/4. Hence, in case a) we have established the desired result.

Case b) There is no such x′ ∈ F as in Case a). It follows that R ⊂ F ∗\ 1
1+θF

∗,
and therefore R ∩ int J ′ 6= ∅ for some Whitney box J ′ /∈ WF touching I . If J ∈ WF
is any Whitney box adjacent to I with `(J) = 2k`(I) and such that J∗ ∩ J ′ 6= ∅, then
k ∈ {−2,−1}. Indeed, if k ∈ Z is larger then J∗ protrudes a distance (perpendicular to
the face F whose boundary is intersected by J) greater than or equal to 1

2θ`(I), so that
R ⊂ J∗. If R ⊂ int J∗ we have a contradiction to the fact that R ⊂ ∂ΩF ; whereas if
R ⊂ ∂J∗, then there is a face FJ∗ which is adjacent to F ∗ and such that int(FJ∗ ∪ F ∗)
is a connected set; we may then reduce to Case a) by considering that R ⊂ FJ∗ . Finally,
since k ≤ −1, then J∗ protrudes a distance at most 1

4θ`(I). It follows that all the sides of
R have length larger than or equal to 1

2θ`(I)− 1
4θ`(I) = 1

4θ`(I), giving the result. �

Proposition 2.4.35 (Characterization of non-hidden regions, Proposition 6.1 in [HM14]).
Let F = {Qj}j be a disjoint family. Then

Γ\
(⋃
F Qj

)
⊆ Γ ∩ ∂ΩF ⊆ Γ\

(⋃
F intQj

)
. (2.4.36)

Proof. Let us show by contradiction the second containment first, thus assume that
there exists x ∈ Γ ∩ ∂ΩF ∩ intQj for some Qj ∈ F . Hence, there exists ε > 0 for
which B(x, ε) ∩ Γ ⊂ Qj . In particular, B(x, ε) ∩ Q = ∅ for any Q ∈ DF that does
not contain Qj . Since x ∈ ∂ΩF , there exist Xk ∈ ΩF such that |Xk − x| → 0 as
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k → ∞. Accordingly, for each k ∈ N there exists a Whitney box Ik and a dyadic cube
Qk ∈ DF such that Ik ∈ WQk and Xk ∈ I∗k (see (2.4.29) and (2.4.15)). Since x ∈ Γ

and Xk → x, then δ(Xk) → 0 and therefore `(I∗k) → 0, which further implies that
`(Qk) → 0 by (2.4.16). It follows that for all k large enough, `(Qk) � `(Qj), so that
B(x, ε) ∩Qk = ∅. On the other hand,

dist(Qk, x) ≤ dist(Qk, I
∗
k) + diam I∗k + |Xk − x| . `(Qk) + `(Ik) + |Xk − x| −→ 0,

which implies that there is k0 ∈ N large enough and a point q ∈ Qk0 so that |q − x| < ε.
Hence q ∈ B(x, ε) ∩Qk0 , a contradiction. The second containment is thus established.

We now prove the first containment. Suppose that x ∈ Γ\(∪FQj), and note that
obviously x /∈ ΩF . Hence, for any generation k ∈ Z, x ∈ Qk for some Qk ∈ DF ∩ Dk.
According to each Qk ∈ DF , there exists Ik ∈ WQk and Ik ⊂ ΩF . Then the centers
XIk ∈ Ik satisfy |XIk − x| ≤ diamQk + dist(Qk, Ik) + diam Ik . `(Qk). Taking
k → ∞ gives that `(Qk) ≈ 2−k → 0, and hence that |XIk − x| → 0. It follows that
x ∈ ∂ΩF . �

Although we may not quite say that Γ∩∂ΩF ⊆ Γ\ int(∪FQ), we do have a technical
improvement to the upper containment in (2.4.36).

Lemma 2.4.37 (A refinement to Proposition 2.4.35). Suppose that F is a disjoint family
and let x ∈ Γ ∩ ∂ΩF . Then for each k ∈ Z, there exists Qk ∈ DF ∩ Dk verifying that
x ∈ Qk.

Proof. Fix k ∈ Z and recall that {Qkm}m∈J k is a disjoint covering of Γ. We first
show that x ∈

⋃
Dk∩DF Q

k
m. Indeed, suppose otherwise, so that x ∈ int(

⋃
Dk\DF Q

k
m).

Then there exists ε > 0 so that B(x, ε) ∩ Γ ⊂
⋃

Dk\DF Q
k
m. Since x ∈ Γ ∩ ∂ΩF ,

as in the proof of Proposition 2.4.35 we can procure dyadic cubes Q′i ∈ DF such that
dist(Q′i, x)→ 0 and `(Q′i)→ 0 as i→∞. Accordingly, for all i large enough, we have
that Q′i ⊂ B(x, ε) ∩ Γ and `(Q′i)� 2−k ≈ Qkm for any Qkm ∈ Dk\DF , which prohibits
Q′i from being an ancestor of any Qkm ∈ Dk ∩ DF , and this implies that for all i large
enough, Q′i ⊆ Qj for some Qj ∈ F , yielding a contradiction to Q′i ∈ DF .

To finish the proof, we observe that for any y ∈ Γ, the cardinality of the set S(y) :={
Qkm ∈ DF ∩ Dk : dist(Qkm, y) < 2−k

}
is uniformly finite, implying in particular

that
⋃

Dk∩DF Q
k
m =

⋃
Dk∩DF Q

k
m and thus yielding the desired result. To see that
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cardS(y) < +∞, reckon the estimate

C−1
d (a02−k)d card(S(y)) ≤

∑
Qkm∈S(y)

σ(∆(xQkm , a02−k)

≤
∑

Qkm∈S(y)

σ(Qkm) = σ
(⋃

S(y)Q
k
m

)
≤ σ

(
B(x, 2A02−k) ∩ Γ

)
≤ Cd(2A02−k)d,

so that card(S(y)) ≤ 2dC2
dA

d
0a
−d
0 . �

The following lemma establishes that Carleson regions are quantitatively fat.

Lemma 2.4.38 (Quantitative fatness of Carleson regions, Lemma 3.55 of [HM14]). The
following statements are true.

(i) For each Q ∈ D, there exists a ball Bs := B(xQ, s) ⊆ B(xQ, a0`(Q)) with
s ≈ `(Q) (we may, in fact, take s = a0`(Q)/4), such that

Bs ∩ Ω ⊂ RQ,

where RQ is defined in (2.4.32).
(ii) Moreover, for a somewhat smaller choice of s ≈ `(Q) (in fact, we may choose

s = a0a2A
−1
2 `(Q)/10), we have for every pairwise disjoint family F ⊂ D, and for

each Q0 ∈ D containing Q, that

Bs ∩ ΩF ,Q0 = Bs ∩ ΩF ,Q, (2.4.39)

where ΩF ,Q is defined in (2.4.29).

Proof. We consider (i) first. Fix Y ∈ Bs ∩ Ω, and let I ∈ W be a Whitney box that
contains Y . Choose y ∈ Γ such that |Y − y| = dist(Y,Γ) = δ(Y ) ≈ `(I), and observe
that

|y − xQ| ≤ |Y − y|+ |Y − xQ| ≤ δ(Y ) + s ≤ 2s < a0`(Q),

provided that s < a0`(Q)/2. Hence y ∈ ∆(xQ, a0`(Q)) ⊆ Q. Now let Qd ⊂ DQ be a
descendant ofQ (which is unique as a set) that contains y and that verifies the inequalities
a0ccK
82
√
n
`(Qd) ≤ `(I) ≤ a0

8
√
n
`(Qd). Since we must have that

dist(I,Qd) ≤ |Y − y| = δ(Y ) ≤ 41 diam I ≤ 41
8 a0`(Q

d) ≤ a0K`(Q
d),
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we conclude that I ∈ W0
Qd

(see (2.4.8), and therefore Y ∈ UQd ⊂ RQ, as desired.

Now we consider (ii). Since Q ⊆ Q0, the containment Bs ∩ ΩF ,Q0 ⊇ Bs ∩ ΩF ,Q is
trivial, and thus we need only verify the opposite containment. Fix Y ∈ Bs ∩ΩF ,Q0 , and
as such there exist Q′ ∈ DF ,Q0 and I ∈ WQ′ verifying Y ∈ I∗. Note that

|Y − xQ| ≥ dist(I∗,Γ) ≥ 1
2 dist(I,Γ) ≥ 2 diam I = 2

√
n`(I),

so that `(I) < s/(2
√
n). We claim that Q′ ⊆ Q. To see this, let z ∈ Q′ and reckon the

estimate

|z − xQ| ≤ diamQ′ + dist(I∗, Q′) + diam I∗ + |Y − xQ|

< A0a
−1
2 `(I) + 4

√
nA2a

−1
2 `(I) + 2

√
n`(I) + s < 5A2a

−1
2 s < a0`(Q),

provided that s < 1
5a0a2A

−1
2 `(Q). Hence Q′ ⊆ ∆Q ⊆ Q, as claimed. But then,

Q′ ∈ DF ,Q, so that I ∈ WF ,Q (see (2.4.28)) and therefore I∗ ⊂ ΩF ,Q, which implies
that Y ∈ ΩF ,Q, as desired. �

The next proposition gives us that the sets in (2.4.36) are the same from the perspective
of a doubling measure. Its proof is essentially the same as in [HM14], thus we omit the
details (see Remark 2.2.11).

Proposition 2.4.40 (Negligibility of pathologies in (2.4.36) for doublingmeasures, Propo-
sition 6.3 in [HM14]). Suppose that µ is a doubling measure on Γ. Then ∂Q := Q\int Q
has µ−measure 0, for every Q ∈ D. In particular, the pairwise difference of any two of
the sets in (2.4.36) has µ−measure 0.

Wewill nowelicit the existence of a point that acts as aCorkscrewpoint simultaneously
in Ω and in the sawtooth domain ΩF ,Q0 .

Proposition 2.4.41 (Existence of simultaneous Corkscrews, Proposition 6.4 of [HM14]).
Fix Q0 ∈ D, and let F ⊂ DQ0 be a disjoint family. Then for each Q ∈ DF ,Q0 , there is a
radius rQ ≈ `(Q) (in fact, we may take rQ = 6

√
nA2`(Q)), and a point XQ ∈ ΩF ,Q0

which serves as a Corskcrew point (with Corkscrew constant c̃ := 1
12
√
n
a2A

−1
2 , see

Definition 2.2.7) simultaneously for ΩF ,Q0 , with respect to the surface ball ∆?(yQ, rQ)

(see Section 2.4.2), for some yQ ∈ ∂ΩF ,Q0 , and for Ω, with respect to each surface ball
∆(x, rQ), for every x ∈ Q.
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It will be clear by our method of proof that we also have simultaneous Corkscrews for
Ω and ΩF .

Proof. Fix Q ∈ DF ,Q0 , and so note that there exists I ∈ WQ with int I∗ ⊂ ΩF ,Q0 (see
(2.4.15) and (2.4.29)). We fix this Whitney cube I . Observe that

dist(XI , ∂ΩF ,Q0) ≥ dist(XI , ∂I
∗) = 1

2(1 + θ)`(I) ≥ 1
2a2`(Q),

while on the other hand, sinceXI ∈ int ΩF ,Q0 (see Notation 2.4.2) and Γ ⊂ Rn\ΩF ,Q0 ,
we have that

dist(XI , ∂ΩF ,Q0) = dist(XI ,Rn\ΩF ,Q0) ≤ dist(XI ,Γ) ≤ dist(XI , Q)

≤ 5
√
nA2`(Q).

It follows that, if we let y ∈ ∂ΩF ,Q0 be a point that satisfies dist(XI , ∂ΩF ,Q0) = |XI−y|,
then B(y, rQ) ⊇ I ⊇ B(XI , c̃rQ), where c̃ and rQ are as in the statement of the
proposition. Moreover, for any x ∈ Q, note that

|x−XI | ≤ diamQ+ dist(I,Q) + diam I ≤ A0`(Q) + 4
√
nA2`(Q) +

√
nA2`(Q)

≤ 6
√
nA2`(Q),

whence it is easy to see that B(x, rQ) ⊃ B(XI , c̃rQ). Letting XQ = XI and yQ = y

finishes the proof. �

Owing to (2.4.30), when Q = Q0 in the above proposition, we have

Corollary 2.4.42 (A uniform Corkscrew point). The point XQ0 given by Proposition
2.4.41 is a Corkscrew point (with Corkscrew constant c̃ = 1

12
√
n
a2A

−1
2 ) with respect

to ∆?(y, rQ0) for all y ∈ ∂ΩF ,Q0 , and for ∆(x, rQ0), for all x ∈ Q0, with rQ0 =

7
√
nA2`(Q0).

The next lemma establishes a fatness of the region “hidden” by the sawtooth boundary;
hence the next result has a similar spirit to (i) of Lemma 2.4.38.

Lemma 2.4.43 (Quantitative fatness of hidden regions, Lemma 5.9 in [HM14]). Let
F ⊂ D be a disjoint family. Then for every Q ⊆ Qj ∈ F , there is a ball B′ ⊂ Rn\ΩF ,
centered at Γ, with radius r′ ≈ `(Q), and ∆′ := B′ ∩ Γ ⊂ Q. In fact, we may take
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B′ = B(xQ, r
′) and r′ = a0`(Q)/(5A2a

−1
2 ).

Proof. Recall that ∆Q = B(xQ, a0`(Q)) ∩ Γ ⊂ Q. Let BM := B(xQ, a0`(Q)/M),
whereM = 5A2a

−1
2 . We claim that BM is the ball B′ with the desired properties. We

need only check that BM ⊂ Rn\ΩF , and we proceed via proof by contradiction. Thus
suppose that there exists I ∈ WF with I∗ ∩BM 6= ∅, so that we may find Y ∈ I∗ ∩BM
and QI ∈ DF with I ∈ WQI . Then δ(y) < a0`(Q)/M , and therefore

diam I∗ ≤ 2 diam I ≤ dist(I,Γ)/2 ≤ dist(I∗,Γ) ≤ δ(y) < a0`(Q)/M,

dist(I∗, QI) ≤ dist(I,QI) ≤ 4
√
nA2`(QI) ≤ 4

√
nA2a

−1
2 `(I) ≤ 2A2a

−1
2 a0`(Q)/M.

It follows that

dist(QI , xQ) ≤ dist(I∗, QI) + diam I∗ + |y − xQ| ≤
4A2a

−1
2

M a0`(Q),

and so for any qI ∈ QI , we have that

|qI − xQ| ≤ diamQI + dist(QI , xQ) ≤ A0a
−1
2√
n

diam I +
4A2a

−1
2

M a0`(Q)

≤ 9A2a
−1
2 /2
M a0`(Q) < a0`(Q),

which implies thatQI ⊂ ∆Q ⊂ Q ⊂ Qj ∈ F , but this is a contradiction to the assumption
that QI ∈ DF . The desired result ensues. �

We would now like to fix an (n− 1)− dimensional rectangle of the boundary of the
Carleson regionRQj which is morally a “lift” of∆Qj . The precise statement is as follows.

Proposition 2.4.44 (Lift of ∆Qj , Proposition 6.7 in [HM14]). Let F be a disjoint family.
Then for each Qj ∈ F , there is an (n − 1)−dimensional cube Pj ⊂ ∂ΩF , which is
contained in a face of I∗ for some I ∈ W , and that satisfies

`(Pj) ≈ dist(Pj , Qj) ≈ dist(Pj ,Γ) ≈ `(I) ≈ `(Qj), (2.4.45)

with uniform constants.

Proof. FixQj ∈ F and let Q̂ be its proper parent, so that `(Qj) < `(Q̂) ≤ c−1
K `(Qj) and

Q̂ ∈ DF . Let I ∈ Wcs
Q̂

(see (2.4.5)), and in particular int I∗ ⊂ ΩF . On the other hand,
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by Lemma 2.4.43, the ball B = B(xQj , a0a2`(Qj)/(5A2)) lies in Rn\ΩF , so that if X
is a Corkscrew point (with Corkscrew constant c) for the surface ball B ∩ Γ, then there
exists J ∈ WQj such that X ∈ J and J\ΩF 6= ∅, whence we have that ΩF ∩ 1

2J = ∅.

Let XI and XJ be the centers of I and J , respectively. We will connect these points
via a Harnack Chain. Reckon the estimates

2
41a0c`(Qj) ≤ δ(XI) ≤ 41

4 a0c
−1
K `(Qj),

1
100a0a2cA

−1
2 `(Qj) ≤ δ(XJ) ≤ 1

4a0a2A
−1
2 `(Qj),

|XI −XJ | ≤ diam I + dist(I, Q̂) + diam Q̂+ |xQj −X|+ |X −XJ |

≤ 1
4a0`(Q̂) + a0`(Q̂) +A0`(Q̂) + 1

4a0a2A
−1
2 `(Qj) ≤ 4A0c

−1
K `(Qj)

≤
[400A2

2

a2
2ccK

](
1

100a0a2cA
−1
2 `(Qj)

)
.

We thus apply Lemma 2.2.10 with s := 1
100a0a2cA

−1
2 `(Qj) and Λ := 400A2

2/(a
2
2ccK)

and fix awell-temperedHarnackChainH connectingXI andXj withΛ, s as above. Since
XI ∈ int ΩF ,XJ ∈ int(Rn\ΩF ), andH is centered on a straight line segment, it follows
that H intersects ∂ΩF at some Z ∈ ∂ΩF . By the construction of the well-tempered
Harnack Chain, Z verifies

1
200cHΛ

−d
n−1−da0a2cA

−1
2 `(Qj) ≤ δ(Z) ≤ 13a0c

−1
K `(Qj). (2.4.46)

Since Z ∈ ∂ΩF , there exists IZ ∈ WF such that Z ∈ ∂I∗Z , which implies by (2.4.20)
and (2.4.46) that

1
82
√
n

1
200cHΛ

−d
n−1−da0a2cA

−1
2 `(Qj) ≤ `(IZ) ≤ 13

2
√
n
a0c
−1
K `(Qj), (2.4.47)

1
(50)(82)cHΛ

−d
n−1−da0a2cA

−1
2 `(Qj) ≤ dist(IZ ,Γ) ≤ 260a0c

−1
K `(Qj)

By Lemma 2.4.34, there exists an (n − 1)−dimensional cube Pj ⊂ ∂I∗Z of side-length
θ`(IZ)/4 that contains Z, and hence

1
82
√
n

1
800θcHΛ

−d
n−1−da0a2cA

−1
2 `(Qj) ≤ `(Pj) ≤ 13

8
√
n
θa0c

−1
K `(Qj) (2.4.48)
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Since dist(IZ ,Γ) ≤ dist(Pj ,Γ) ≤ dist(IZ ,Γ) + diam I∗Z , it follows that

1
500cHΛ

−d
n−1−da0a2cA

−1
2 `(Qj) ≤ dist(Pj ,Γ) ≤ 300a0c

−1
K `(Qj). (2.4.49)

Finally, we consider dist(Pj , Qj). The lower bound is immediate from (2.4.49) and
the fact that dist(Pj , Qj) ≥ dist(Pj ,Γ). As for the upper bound, we first note that
dist(XI , Qj) ≥ dist(XJ , Qj) and diam I ≥ diam J , so that by the construction of the
well-tempered Harnack ChainH, we have that

dist(IZ , Qj) ≤ dist(Z,Qj) ≤ 1
2cHΛ−

d
n−1−d s+ dist(I,Qj) + diam I

≤ 1
2cHΛ−

d
n−1−d s+ dist(I, Q̂) + diam Q̂+ diam I ≤ 4A0c

−1
K `(Qj).

Therefore, we conclude that

1
5000cHΛ

−d
n−1−da0a2cA

−1
2 `(Qj) ≤ dist(Pj , Qj) ≤ 11A0c

−1
K `(Qj). (2.4.50)

The estimates (2.4.47), (2.4.48), (2.4.49), and (2.4.50) readily imply (2.4.45). �

Notation 2.4.51. Let F be a disjoint family and Qj ∈ F . Let Pj ⊂ ∂ΩF be the
(n− 1)−dimensional cube constructed in Proposition 2.4.44 and satsifying (2.4.45). We
denote by x?j the center of Pj , and we write rj := 7

√
nA2`(Qj). With these choices,

we have that Pj ⊆ ∆?(x
?
j , rj) and that RQj ⊂ B(x?j , rj), by an argument similar to

the one giving (2.4.30). Moreover, given Q ∈ DF and yQ ∈ ∂ΩF as in (an analogous
global version of) Proposition 2.4.41, then we may choose r̂Q ≈ rQ (in fact, we may take
r̂Q = 42

√
nc−1

K A2`(Q)) so that the containment

Q
⋃(⋃

Qj∈F :Qj⊂QB(x?j , rj)
)
⊂ B(yQ, r̂Q) (2.4.52)

holds. Indeed, it is easy to see that Q ⊂ B(yQ, r̂Q), while if Qj ∈ F with Qj ⊂ Q, then
for any z ∈ B(x?j , rj) we use the bound

|z − yQ| ≤ diamB(x?j , rj) + dist(Pj , Qj) + diamQ+ |xQ − yQ| . rQ.

Henceforth, we fix yQ, r̂Q as in this paragraph.

We conclude this section with the fact that there is a “lift” of any ∆Q, Q ∈ DF which
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does not intersect Carleson regions of Qj ∈ F , Qj not contained in Q.

Proposition 2.4.53 (A lift of ∆Q, Proposition 6.12 of [HM14]). Let F be a disjoint
family. ForQj ∈ F , letB(x?j , rj) be the ball described in Notation 2.4.51. Then for each
Q ∈ DF , there is a surface ball

∆Q
? := ∆?(x

?
Q, tQ) ⊂

(
Q ∩ ∂ΩF

)⋃(⋃
Qj∈F :Qj⊂Q

(
B(x?j , rj) ∩ ∂ΩF

))
,

with tQ ≈ `(Q), x?Q ∈ ∂ΩF , and dist(Q,∆Q
? ) . `(Q).

Proof. FixM a large number to be chosen momentarily. We split the proof in two cases.

Case 1. There exists Qj ⊂ Q, for which `(Qj) ≥ `(Q)/M . In this case, we set
∆Q
? = ∆?(x

?
k, `(Pj)/2), where Pj is the cube established in Proposition 2.4.44.

Case 2. There is no Qj as in Case 1. In this case, if Qj ∩Q 6= ∅, then Qj ⊂ Q and
`(Qj) < `(Q)/M .

Sub-case 1. No Qj ∈ F meets ∆(xQ, a0`(Q)/(4
√
M). Then, we simply set

∆Q
? := ∆(xQ, `(Q)/(4

√
M)), and we reckon that ∆Q

? ⊂ ∆Q ⊂ Q∩∂ΩF by Proposition
2.4.35.

Sub-case 2. There existsQk ∈ F which intersects the surface ball∆(xQ,
a0`(Q)

4
√
M

). We
claim that for allM large enough, we have that Pk ⊂ B(xQ, a0`(Q)/(2

√
M)). Indeed,

suppose that y ∈ Pk. Then, using (2.4.45), we deduce that

|y − xQ| ≤ diamPk + dist(Pk, Qk) + diamQk + dist(Qk, xQ)

≤ 13
8 θa0c

−1
K `(Qk) + 11A0c

−1
K `(Qk) +A0`(Qk) + 1

4
√
M
a0`(Q)

< 13A0c
−1
K

1
M `(Q) + 1

4
√
M
a0`(Q) =

13A0a
−1
0 c−1

K√
M

1
4
√
M
a0`(Q) + 1

4
√
M
a0`(Q)

<
1

2
√
M
a0`(Q),

provided thatM > (13A0a
−1
0 c−1

K )2. Thus the claim is shown, and accordingly, we have
the inclusion ∆Q

? := B
(
x?k,

a0`(Q)

2
√
M

)
∩ ∂ΩF ⊆ B

(
xQ,

a0`(Q)√
M

)
∩ ΩF . In particular, note

that Γ∩∆Q
? ⊆ Q. It remains only to show that ∆Q

? has the desired properties. To do this,
we claim that the inclusion

∂ΩF ⊆ (∂ΩF ∩ Γ)
⋃(⋃

Qj∈F
(
∂ΩF ∩RQj

))
(2.4.54)
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holds. Indeed, consider the following elementary set-theoretic calculations:

Rn\ΩF =
⋃
W
I∗\ int

( ⋃
WF

I∗
)
⊆

⋃
W\WF

I∗ =
⋃

RQj ,Qj∈F
I∗ ⊆

⋃
Qj∈F

RQj ,

∂ΩF\Γ = ∂(Rn\ΩF )\Γ ⊂
(⋃

Qj∈F RQj
)
\Γ =

(⋃
Qj∈F RQj

)
\Γ,

where in the last equality we used that the boundary points of
⋃
Qj∈F RQj which are not

contained in the union, necessarily lie in Γ. From these calculations, (2.4.54) follows.

Since B(x?j , rj) ⊃ RQj , (2.4.54) holds, and Γ ∩∆Q
? ⊂ Q, we will have the desired

result as soon as we show that for Qj ∈ F , if RQj meets B(xQ, a0`(Q)/
√
M) ⊃ ∆Q

? ,
then Qj ⊆ Q. Thus we show the latter. Suppose that RQj ∩ B(xQ, a0`(Q)/

√
M) 6=

∅, whence there exists Q′ ∈ DQj , I ∈ WQ′ and X ∈ I∗ such that X ∈ I∗ ∩
B(xQ, a0`(Q)/

√
M). Thus, we note that δ(X) ≤ |X − xQ|, and

dist(Q′, xQ) ≤ diamQ′ + dist(I,Q′) + diam I∗ + |X − xQ|

≤ A0`(Q
′) + 4

√
nA2`(Q

′) + 2
√
n`(I) + a0`(Q)√

M

≤ A0a
−1
2

2
√
n
δ(X) + 2A2a

−1
2 δ(X) + δ(X) + a0`(Q)√

M
≤ 5A2a

−1
2√

M
a0`(Q) < a0`(Q),

provided that M > (5A2a
−1
2 )2. It follows that Q′ ⊂ ∆Q ⊂ Q, which implies that

Qj ∩Q 6= ∅, and so Qj ⊂ Q since Q ∈ DF . As explained above, this calculation ends
the proof. �

2.5 A surfacemeasure on theboundary of amixed-dimensional
sawtooth

The goal of this section is to construct a non-negative locally finite Borel measure σ? on
∂ΩF (see (2.4.29)) which is doubling and well-suited to work with the elliptic PDE theory
of [DFM19b]; so that it supplants the role of a “surface measure” on the boundary of the
sawtooth domain. When d < n− 1 and F 6= ∅, ∂ΩF is necessarily of mixed dimension.
In [DFM], the authors established an axiomatic elliptic PDE theory for domains with
boundaries of mixed dimension. Recall that m is the non-negative Borel measure on Ω

given by m(E) =
∫∫
E w(X) dX , where w(X) = δ(X)−n+d+1. We must construct σ?
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so that the triple (ΩF ,m, σ?) satisfies the axioms (H1)-(H6) outlined in [DFM].

Our candidate for the measure σ? on ∂ΩF is defined as follows: for each Borel set
E ⊂ ∂ΩF , let

σ?(E) = H d|Γ(E ∩ Γ) +

∫
E\Γ

dist(X,Γ)d+1−n dH n−1|∂ΩF\Γ(X). (2.5.1)

Recall that Σ = ∂ΩF\Γ. We see that σ? = σ|Γ∩∂ΩF + σ?|Σ, where σ|Γ∩∂ΩF =

H d|Γ∩∂ΩF and σ?|Σ are mutually singular, and

σ?|Σ(E) :=

∫
E\Γ

dist(X,Γ)d+1−n dH n−1|∂ΩF\Γ(X).

Theorem 2.5.2 (Sawtooth domains admit an elliptic PDE theory). The triple (ΩF ,m, σ?)

satisfies the following axioms.

(H1) There exists a constant c1 > 0 such that for each x ∈ ∂ΩF and each r > 0, there
exists a point X ∈ B(x, r) satisfying that B(X, c1r) ⊂ ΩF .

(H2) There exists a positive integer C2 = N + 1 such that for each X1, X2 ∈ ΩF with
δ?(Xi) > r, i = 1, 2, and |X − Y | ≤ 7c−1

1 r, there exist N + 1 points Z0 := X1,

Z2, . . . , ZN := X2 in ΩF and verifying |Zi − Zi+1| < δ?(X)/2.
(H3) The support of σ? is ∂ΩF , and σ? is doubling. That is, there exists a constant

C3 > 1 such that for each x ∈ ∂ΩF and each r > 0,

σ?(∆?(x, 2r)) ≤ C3σ?(∆?(x, r)),

where ∆? is defined in Section 2.4.2.
(H4) The measure m is mutually absolutely continuous with respect to the Lebesgue

measure; that is, there exists a weight w̃ ∈ L1
loc(ΩF ) which is positive Lebesgue-

a.e. in ΩF , and such that for each Borel set E ⊂ ΩF , we may write m(E) =∫∫
E w̃(X) dX . In addition, m is doubling in ΩF , so that there exists a constant

C4 such that for each X ∈ ΩF and each r > 0, we have that

m(B(X, 2r) ∩ ΩF ) ≤ C4m(B(X, r) ∩ ΩF ).
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(H5) For each x ∈ ∂ΩF and each r > 0, the function ρ given by

ρ(x, r) :=
m(B(x, r) ∩ ΩF )

rσ?(∆?(x, r))

verifies for some constant C5 and ε := 1/C5 that

ρ(x, r)

ρ(x, s)
≤ C5

(r
s

)1−ε
, for each x ∈ ∂ΩF , 0 < s < r.

(H6) If D is compactly contained in ΩF and ui ∈ C∞(D) is a sequence of functions
such that

∫∫
D |ui| dm → 0 and

∫∫
D |∇ui − v|

2 dm → 0 as i → ∞, where v is a
vector-valued function in L2(D, dm), then v ≡ 0.

Roadmap to the proof of Theorem 2.5.2. The proof of the theorem is split into several
parts. First, we check the quantitative properties of ΩF , hence in Proposition 2.5.3 below
we show that the Corkscrew property (H1) holds, and in Proposition 2.5.6 we see that the
Harnack Chain property (H2) holds. We then explore the d-ADR -“like” properties of σ?
in Propositions 2.5.9 and 2.5.28, on which we base our verifications of (H3) in Proposition
2.5.38 and of (H5) in Proposition 2.5.40. Finally, we justify in Remark 2.5.41 that (H4)
and (H6) are easy consequences of the previously established results in [DFM19b] and
the existence of interior Corkscrews for ∂ΩF .

As stated, let us show that ΩF enjoys the properties (H1) and (H2).

Proposition 2.5.3 (Existence of Corkscrew points for the sawtooth domain). The sawtooth
domain ΩF has property (H1). More precisely, for each x ∈ ∂ΩF and each r > 0, there
exists a point X ∈ B(x, r) such that B(X, c1r) ⊂ ΩF ∩ B(x, r), where c1 > 0 is the
uniform small constant given in (2.5.4) below.

Proof. Fix x ∈ ∂ΩF and r > 0. Suppose first that x ∈ Γ ∩ ∂ΩF . Fix k ∈ Z
that satisfies r

4A0c
−1
K
≤ 2−k < r

2A0c
−1
K

, and by Lemma 2.4.37, there exists Q ∈ DF with

2−k ≤ `(Q) ≤ c−1
K 2−k and verifyingx ∈ Q. We observe thatB(xQ, a0`(Q)) ⊂ B(x, r):

let Y be an arbitrary element of the former, and consider the estimate

|Y −x| ≤ |Y −xQ|+|xQ−x| ≤ a0`(Q)+diamQ ≤ (a0+A0)`(Q) ≤ 2A0c
−1
K 2−k < r,

as desired. Now, according to Corollary 2.4.7, there exists I ∈ Wcs
Q (see (2.4.5)) such
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that its center XI is a Corkscrew point for Q with Corkscrew constant c̃ = c
1000

√
n
.

Moreover, B(XI , c̃a0`(Q)) ⊂ int(1
2I) and therefore B(XI , c̃a0`(Q)) ⊂ ΩF . Reckon

that c̃a0`(Q) ≥ c̃cKa0
4A0

r =: c11r, whence the ball B(XI , c11r) ⊂ ΩF ∩ B(x, r) has the
desired properties.

We now consider the case that x ∈ Σ = ∂ΩF\Γ. In this case, δ(x) > 0 and
consequently there exists a Whitney box I ⊂ ΩF such that x ∈ ∂I∗, which we now fix.
We split into two cases: either r ≤ 10A2a

−1
2 δ(x), or not.

We resolve the former case first. Since I∗ is an n−cube, int I∗ ⊂ ΩF , and x ∈
∂ΩF , it follows that the ray R containing the line segment [x,XI ] has a non-empty
intersection with B(x, r). If r ≤ 2 diam I , then take the unique point Y ∈ R such
that |Y − x| = r/(4

√
n). This point satisfies |Y − x| ≤ `(I)/2 < |XI − x| since

x ∈ ∂I∗, and therefore Y ∈ [x,XI ] ⊂ I∗. Note also that dist(Y, ∂I∗) ≥ r/(4n).
Hence the ball B(Y, r/(8n)) = B(Y, c12r) has the desired properties. If, instead,
r > 2 diam I , then I∗ ⊂ B(x, r) and it follows that B(XI , `(I)/4) ⊂ B(x, r). On the
other hand, owing to (2.4.20) we have that `(I) ≥ δ(x)

82
√
n
≥ a2

820A2
√
n
r. Thus the ball

B(XI , a2r/(4000
√
nA2)) = B(XI , c13r) has the desired properties.

It remains only to consider the case that r > 10A2a
−1
2 δ(x). In this case, let Q ∈ DF

be a dyadic cube such that I ∈ WQ, which we now fix. Observe that `(Q) ≤ r
20
√
nA2

, and
that for any generation k ≤ k(Q), there is a uniqueQk ∈ DF ∩Dk which containsQ. Let
k be the unique generation such that r

20
√
nA2
≤ 2−k < r

10
√
nA2

, and choose Qk as above.
According to Corollary 2.4.7, there exists a point Xk ∈ Ω which is the center of some
Whitney box Ik ∈ Wcs

Qk
and is also a Corkscrew point for Qk with Corkscrew constant

c̃. Let us see that with our choice of constants, we have that B(Xk, c̃a0`(Qk) ⊂ B(x, r).
Fix Y ∈ B(Xk, c̃a0`(Qk)) ⊂ 1

2I , and consider the estimate

|Y − x| ≤ diam Ik + dist(Ik, Qk) + diamQk + dist(I∗, Q) + diam I∗

≤
√
`(Ik) + a0`(Qk) +A0`(Qk) + 4

√
nA2`(Q) + 2 diam I

≤ (5a0/4 +A0)`(Qk) + 6
√
nA2`(Q) ≤ 9

√
nA2`(Qk) < 10

√
nA2`(Qk) < r,

as desired. Note that c̃a0`(Qk) ≥ c̃a0
r

20
√
nA2

, so that B(Xk,
c̃a0

20
√
nA2

r) =: B(Xk, c14r)

is a ball with the desired properties.
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Finally, take

c1 = min
{
c11, c12, c13, c14

}
= min

{ c̃cKa0

4A0
,

1

8n
,

a2

4000
√
nA2

,
c̃a0

20
√
nA2

}
(2.5.4)

and reckon that the desired result is proved. �

Remark 2.5.5. We can generalize the result of Proposition 2.5.3 as follows: for each
X ∈ ΩF and r > 0, there exists X̃ ∈ B(X, r) ∩ ΩF and c ∈ (0, 1) (in fact, we can take
c = c1/4, where c1 is the constant in (2.5.4)) such that B(X̃, cr) ⊂ B(X, r) ∩ ΩF . If
X ∈ ∂ΩF , the claim is a direct consequence of Proposition 2.5.3. If X ∈ ΩF , we have
two cases: either δ?(X) ≥ r/2 or δ?(X) < r/2. In the former case, the claim is trivial
(we can take X̃ = X and c = 1/4), thus we focus on the case that δ?(X) < r/2. In this
case, there exists x ∈ ∂ΩF such that |X − x| = δ?(X) < r/2. We let X̃ ∈ ΩF be the
Corkscrew point (with Corkscrew constant c1) for the ballB(x, r/4) which is constructed
in Proposition 2.5.3. Hence B(X̃, c1r4 ) ⊂ ΩF . Now, if Y ∈ B(X̃, c1r/4), then

|Y −X| ≤ |Y − X̃|+ |X̃ − x|+ |x−X| < c1r
4 + r

4 + r
2 = r,

which shows that B(X̃, c1r4 ) ⊂ B(X, r). The claim ensues.

Proposition 2.5.6 (Harnack Chains in the sawtooth domain). The sawtooth domain ΩF

has the Harnack Chain property of Definition 2.2.9, with C̃ = C̃(n, d, Cd, θ). In partic-
ular, ΩF has property (H2).

Proof. Fix X1, X2 ∈ ΩF with δ?(Xi) > r, i = 1, 2, and |X1 −X2| ≤ Λr. We seek to
joinX1 andX2 via a Harnack Chain that stays far from ∂ΩF . Note that for any Z ∈ ΩF ,
δ(Z) ≥ δ?(Z), while in the other direction we have that if Z ∈ I for some I ∈ WF , then
δ?(Z) ≥ 1

2θ`(I) ≥ 1
164
√
n
θδ(Z). For each i = 1, 2, fix Qi ∈ DF and Ii ∈ WQi such

that Xi ∈ int I∗i . If it can be arranged that I1 = I2, then the result follows immediately
from the fact that int I∗ is an n−dimensional open cube. Similarly, if I∗1 ∩ I∗2 6= ∅, then
a Harnack Chain connecting X1 to X2 can be obtained by noting that I∗1 ∩ I∗2 is a union
of rectangles with no side-length smaller than θmini `(Ii), whence we may use these
intersections to “transfer” from X1 to X2 in the manner desired.
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Suppose first that the estimate δ?(X1) < θ
200Λδ(X1) =: 1

M δ(X1) holds. Then

|X1 −X2| ≤ Λr ≤ θ
200δ(X1) ≤ θ

2 diam I1 � diam I1,

so that I1 and I2 touch, which implies that I∗1 ∩ I∗2 6= ∅, and as mentioned above, this
gives the desired result with C̃ = C̃(n, θ).

It remains to obtain the desired conclusion under the supposition that for each i = 1, 2,
the estimate δ?(Xi) ≥ 1

M δ(Xi) holds. In this case, we have that δ?(Xi) ≈M δ(Xi), and
without loss of generality suppose that `(Q1) ≤ `(Q2). We may connect each Xi to the
respective centers of Ii, XIi , through Harnack Chains with a uniform number of balls
(depending only on M ). Hence we have reduced the problem to procuring a Harnack
Chain betweenXI1 andXI2 . We have thatQ1 andQ2 have comparable length, as follows:
first, we have the estimate

δ(X2) ≤ |X1 −X2|+ δ(X1) ≤ Λr + δ(X1) ≤ 2Λδ(X1),

which gives that `(I2) ≤ 41
2 Λ`(I1), and on the other hand, for each i = 1, 2,

n−1/2A−1
2 δ(Xi)/41 ≤ A−1

2 `(Ii) ≤ `(Qi) ≤ a−1
2 `(Ii) ≤ n−1/2a−1

2 δ(Xi)/4,

which implies that δ(X1) ≤ 41
4 A2a

−1
2 δ(X2), and `(I1) ≤ A2a

−1
2 `(I2). As such, `(Q1) ≤

`(Q2) ≤ 21ΛA2a
−1
2 `(Q1), and, furthermore,

dist(Q1, Q2) ≤ dist(I1, Q1) + diam I1 + |X1 −X2|+ diam I2 + dist(I2, Q2)

≤ 5
√
nA2(`(Q1) + `(Q2)) + Λr ≤ 51

√
nA2Λ`(Q2). (2.5.7)

Fix Qa2 ∈ DF as the unique ancestor of Q2 that satisfies

51
√
nA2Λ

500
`(Q2) ≤ `(Qa2) ≤ c−1

K
51
√
nA2Λ

500
`(Q2),

and then choose forQa1 ∈ DF the ancestor ofQ1 that verifies cK`(Qa2) ≤ `(Qa1) ≤ `(Qa2).
By construction, we have that `(Qa1) ≈ `(Qa2) ≈ `(Q2) ≈ `(Q1) with uniform constants.
By Lemma 2.4.9, we see that Q2 and its proper parent Q′2 satisfyW0

Q2
∩W0

Q′2
6= ∅, so

that by the construction ofWQ2 in (2.4.15), there exists a Harnack Chain of the desired
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properties connecting XI2 to some point X ′2 lying in I ′2 ∈ WQ′2
. It is easy to see that

therefore we may inductively “ascend” through a uniformly finite (since `(Qa2) ≈ `(Q2))
sequence of Harnack Chains from XI2 to a point XIa2

which is the center of a Whitney
cube Ia2 ∈ WQa2

. Now, from (2.5.7), we see that

dist(Qa1, Q
a
2) ≤ dist(Q1, Q2) ≤ 500`(Qa2),

so that by Lemma 2.4.10, W0
Qa1
∩ W0

Qa2
6= ∅. Hence we may pass through a Harnack

Chain from XIa2
to a point XIa1

which is the center of some Ia1 ∈ WQa1
. As before but

in reverse, we proceed to “descend” from XIa1
to XI1 through a uniformly finite (since

`(Qa1) ≈ `(Q1)) sequence of Harnack Chains. Hence, in this case the desired result is
achieved with a constant C̃ = C̃(n, d, Cd, θ). �

We turn to a study of the properties of the measure σ?.

Lemma 2.5.8 (Support of σ?). The measure σ? is supported on ∂ΩF .

Proof. It is clear that Γ ∩ ∂ΩF ⊂ suppσ?, so we only need to check that Σ is in
the support of σ?. But this is easy: for any bounded open set U intersecting Σ and
compactly contained in Rn\Γ, the set Σ ∩ U is contained in a finite union of non-empty
(n− 1)−dimensional rectangles, so that H n−1(Σ∩U) ∈ (0,∞), and δ(X) ∈ (0,+∞)

for any X ∈ Σ. The claim ensues. �

Proposition 2.5.9 (Upper bound for σ?). Let x ∈ ∂ΩF and r > 0. Then

σ?(∆?(x, r)) ≤ V1r
d, (2.5.10)

where V1 = V1(n, d, Cd, a0, A0, ζ, c, cH). Moreover, if δ(x) > 0, then

σ?(∆?(x, r)) ≤ V2δ(x)d+1−nrn−1. (2.5.11)

The uniform constant V2 in the last inequality depends only on n, d, and V1.

Proof. Fix x ∈ ∂ΩF and r > 0. Let B := B(x, r) and recall that Σ = ∂ΩF\Γ,
σ = H d|Γ. We first prove (2.5.10) by adapting ideas of the proof for Lemma 3.61 from
[HM14]. Observe that
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σ?(∆?(x, r)) = σ?(B ∩ Γ ∩ ∂ΩF ) + σ?(B ∩ Σ)

≤ σ?(B ∩ Γ) + σ?(B ∩ Σ) = σ(∆(x, r)) + σ?|Σ(B ∩ Σ)

≤ Cdrd + σ?|Σ(B ∩ Σ).

Thus we need only show that σ?|Σ(B(x, r)∩Σ) . rd. We will do this by splittingB∩Σ

into two parts: one part where the (portions of) faces in B ∩ Σ correspond to Whitney
boxes having small diameter compared to r, and the other part where the (portions of)
faces in B ∩Σ correspond to Whitney boxes having large diameter compared to r. More
precisely, it is clear that any X ∈ Σ lies in the face of a fattened Whitney box J∗, such
that J ∈ W , int J∗ ⊂ ΩF , and ∂J∗ ∩ ∂ΩF 6= ∅. Then there exists a Whitney box
I ∈ W , with I /∈ WQ for any Q ∈ DF , so that J∗ ∩ I 6= ∅ (otherwise, every Whitney
box adjacent to J lies in WF , contradicting that J∗ ∩ ∂ΩF 6= ∅). Necessarily then,
there exists Q′ ∈ DQj with Qj ∈ F and verifying that I ∈ WQ′ . Denote by FB the
sub-collection of those Qj ∈ F such that there exists I ∈ RQj (cf. (2.4.31)) intersecting
B∩Σ. LetFB = F1∪F2 whereQj ∈ FB belongs toF1 if `(Qj) < r, andF2 = FB\F1.
Then, we may write

B ∩ Σ = B ∩ Σ ∩
( ⋃
Qj∈FB

⋃
I∈RQj

I
)

=
(
B ∩ Σ ∩

( ⋃
Qj∈F1

⋃
I∈RQj

I
))⋃(

B ∩ Σ ∩
( ⋃
Qj∈F2

⋃
I∈RQj

I
))

=
( ⋃
Qj∈F1

(B ∩ Σj)
)⋃ ( ⋃

Qj∈F2

(B ∩ Σj)
)
, (2.5.12)

where Σj := Σ∩ (∪I∈RQj I) for eachQj ∈ F . Our further analysis will be based on the
following estimate:

σ?(B ∩ Σj) .
(

min
{
r , `(Qj)

})d
, for each Qj ∈ F . (2.5.13)

Suppose momentarily that (2.5.13) holds, and we will use it to control σ?(B ∩ Σ). First,
we consider the contribution of F1. If Qj ∈ F1 so that `(Qj) < r, we have that
Qj ∈ B∗ := B(x, (4a0K + 3A0)r). Indeed, since Qj ∈ F1 ⊂ FB , it follows that there
exists Q′ ∈ DQj and I ∈ WQ′ such that B ∩ I 6= ∅, and thus for any q ∈ Qj , we have
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that

|q − x| ≤ diamQj + dist(Qj , x) ≤ A0`(Qj) + dist(I,Q′) + diam I + dist(I, x)

≤ A0`(Qj) + (2a0K +A0)`(Q′) + 2a0K+A0

4
√
n

`(Q′) + r < (4a0K + 3A0)r,

where we used that `(Q′) ≤ `(Qj) < r. Then,

σ?
( ⋃
Qj∈F1

(B∩Σj)
)
≤
∑
Qj∈F1

σ?(B∩Σj) ≤ C
∑
Qj∈F1

`(Qj)
d ≤ CCda−d0

∑
Qj∈F1

σ(Qj)

≤ CCda−d0 σ
(
B∗ ∩ Γ) ≤ CC2

d

(
4K + 3A0

a0

)d
rd, (2.5.14)

whereC is the uniform constant implicit in (2.5.13), and in the second inequality we used
(2.5.13), in the third inequality we used (2.3.7), in the fourth inequality we used that the
cubes Qj ⊂ B∗ are disjoint.

Next we turn to the contribution of F2, still supposing that (2.5.13) holds. We
begin by proving that the cardinality of F2 is uniformly bounded. Suppose that Qj and
Qk belong to F2, so that there exist Whitney boxes Ij ∈ RQj , Ik ∈ RQk intersecting
B ∩ Σ, and without loss of generality we may assume that `(Qk) ≤ `(Qj). Observe
that for i = j, k we have that `(Ii) ≤ 2a0K+A0

4
√
n

`(Qi) since Ii ∈ RQi . Also note that
dist(Ij , Ik) ≤ diamB = 2r ≤ 2`(Qk), and moreover

4 diam Ij ≤ dist(Ij ,Γ) ≤ dist(Ij , Ik) + diam Ik + dist(Ik,Γ)

≤ 2`(Qk) + 41
4 (2a0K +A0)`(Qk) ≤ A(a0K +A0)`(Qk),

where A ≥ 1 is a large real number with no dependence on any parameter. Now, we have

dist(Qj , Qk)

≤ diamQk + dist(Ik, Qk) + diam Ik + dist(Ik, Ij) + diam Ij + dist(Ij , Qj)

≤ A(a0K +A0)a−1
1 η−

n−1
n−1−d `(Qk),

where a1 = a1(n, d, Cd, c, cH,K) is the quantity defined in (2.4.12). Thus, we have
shown that for any Qj , Qk ∈ F2, the estimate
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dist(Qj , Qk)

≤ A(a0K +A0)a−1
1 η−

n−1
n−1−d min

{
`(Qj), `(Qk)

}
=: A1 min

{
`(Qj), `(Qk)

}
(2.5.15)

holds. Let us see that (2.5.15) implies the uniform boundedness of cardF2. Since for
all Qk ∈ F2 we have that `(Qk) ≥ r by definition, then we may choose Qj ∈ F2

so that `(Qk) ≥ `(Qj) for all Qk ∈ F2. Fix such a Qj ∈ F2, and reckon that by
(2.5.15) and (2.3.6), for each Qk ∈ F2 the set Qk ∩ ∆(xQj , (A0 + A1)`(Qj)) is not
empty. Accordingly, for each Qk ∈ F2, there exists a dyadic cube Q′k ∈ DQk such that
cK`(Qj) ≤ `(Q′k) ≤ `(Qj) and Q′k ⊂ ∆(xQj , 3A1`(Qj)). We consider the estimate

cKC
−1
d ad0`(Qj)

d cardF2 ≤
∑

Qk∈F2

σ
(
∆(xQ′k , a0`(Q

′
k))
)
≤
∑

Qk∈F2

σ(Q′k)

≤ σ(∆(xQj , 3A1`(Qj)) ≤ Cd(3A1)d`(Qj)
d,

and hence obtain that cardF2 ≤ c−1
K C2

d

[
3a−1

0 A1

]d. Therefore, we may conclude, using
(2.5.13), that

σ?
(⋃

Qj∈F2
(B ∩ Σj)

)
≤
∑
Qj∈F2

σ?(B ∩ Σj) ≤ C2
d

[
3a−1

0 A1

]d
sup
Qj∈F2

σ?(B ∩ Σj)

≤ C2
d

[
3a−1

0 A1

]d
Crd. (2.5.16)

Putting (2.5.12), (2.5.14), and (2.5.16) together, we obtain the desired result modulo the
proof of (2.5.13).

We now turn to the proof of (2.5.13). Hence take Qj ∈ F and first suppose that
`(Qj) ≤ Mr for some M > 0 to be fixed later. In this case, any I ∈ RQj satisfies
`(I) . `(Qj), but this estimate is too crude as there may be too many (in fact, infinitely
many!) such boxes intersectingΣj . Therefore the idea is to control the number ofWhitney
boxes I of a given generation that contribute to Σj . To this end, recall A2 = 2a0K+A0

4
√
n

,
and define

Σk
j := Σ

⋂(⋃
{I∈RQj : `(I)=2−k} I

)
, so that Σj =

⋃
{k :2−k≤A2`(Qj)}Σk

j .
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Hence,

σ?(B ∩ Σj) =
∑

k:2−k≤A2`(Q)

σ?(B ∩ Σk
j )

=
∑

k:a3`(Qj)<2−k≤A2`(Q)

σ?(B ∩ Σk
j ) +

∑
k:2−k<a3`(Qj)

σ?(B ∩ Σk
j ) =: T1 + T2,

(2.5.17)

where a3 > 0 is a small constant to be fixed momentarily. We bound term T1 first.
Note that if X ∈ Σk

j , then there exists I ∈ RQj with `(I) > a3`(Qj) and such that
X ∈ I . Hence δ(X) ≥ 4

√
na3`(Qj). For convenience in the following calculation, set

WΣ1
j

:= {I ∈ RQj : a3`(Qj) ≤ `(I) ≤ A2`(Qj)}, and observe that

∑
k:a3`(Qj)<2−k≤A2`(Q)

σ?(B ∩ Σk
j )

≤
∑

k:a3`(Qj)<2−k≤A2`(Q)

∫
Σkj

δ(X)d+1−n dH n−1|Σ(X)

≤ (4
√
na3)d+1−n`(Qj)

d+1−nH n−1
(⋃

I∈W
Σ1
j

(I ∩ Σ)
)

≤ ad+1−n
3 `(Qj)

d+1−n
∑

I∈W
Σ1
j

H n−1(I ∩ Σ)

≤ Anad+1−n
3

[
a0K+A0

a3

]n
`(Qj)

d+1−n( sup
I∈W

Σ1
j

H n−1(I ∩ Σ)
)
, (2.5.18)

where by An ≥ 1 we denote a constant depending only on n, and in the last line we used
the bound (2.4.18), since the setWΣ1

j
can easily be seen to be a subset of a set of the form

in Lemma 2.4.17. Next, let I ∈ WΣ1
j
, and we seek to bound H n−1(I ∩Σ). Observe that

H n−1(I ∩ Σ) ≤H n−1
(⋃

J∈WF :J∗∩I 6=∅ ∂J
∗)

≤ An
(

sup
J∈WF :J∗∩I 6=∅

H n−1(∂J∗)
)

≤ An(1 + θ)n−1
(

sup
J∈WF :J∗∩I 6=∅

`(J)n−1
)
≤ An`(I)n−1 ≤ AnAn−1

2 `(Qj)
n−1.

(2.5.19)
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We may combine (2.5.18) with (2.5.19) to see that

T1 ≤ Anad+1−2n
3

[
a0K +A0

]2n−1
`(Qj)

d, (2.5.20)

which is the desired bound for T1. We remark that the estimates in (2.5.19) and (2.5.20)
also allow us to say that for any I ∈ W , it holds that

σ?(I ∩ Σ) ≤ An`(I)d. (2.5.21)

Now we bound T2. SetWΣkj
:= {I ∈ RQj : `(I) = 2−k, I ∩Σk

j 6= ∅}, and observe
that

T2 ≤
∑

k:2−k<a3`(Qj)

∑
I∈RQj :`(I)=2−k

σ?(I ∩ Σ)

≤
∑

k:2−k<a3`(Qj)

card(WΣkj
)
(

sup
I∈W

Σk
j

σ?(I ∩ Σ)
)

≤ An
∑

k:2−k<a3`(Qj)

card(WΣkj
)2−kd, (2.5.22)

where we used (2.5.21) in the last inequality. Hence, it will suffice to show that for some
large uniform constant C and some ζ ∈ (0, 1), the estimate

card(WΣkj
) ≤ C(2k`(Qj)

d−ζ (2.5.23)

holds. Let us establish (2.5.23) then. If I ∈ WΣkj
, then there exists QI ∈ DQj such that

I ∈ WQI , and moreover there exists J ∈ WF so that I ∩ J∗ 6= ∅. In particular, there
exists Q′ ∈ DF such that J ∈ WQ′ . Observe that `(Q′) ≤ a−1

2 `(J) ≤ 4a−1
2 `(I) ≤

4a−1
2 a3`(Qj), whence `(Q′) < `(Qj) provided that a3 ≤ a2/8, which we assume from

now on. SinceQ′ ∈ DF andQj ∈ F , it follows thatQ′ andQj are disjoint. Consequently,

dist(QI ,Γ\Qj) ≤ dist(QI , Q
′) ≤ diamQI + dist(I,QI) + diam I + dist(J,Q′)

≤ (A0a
−1
2 + 6

√
nA2a

−1
2 )`(I). (2.5.24)

Since for any q ∈ QI we have that dist(x,Γ\Qj) ≤ diamQI + dist(QI ,Γ\Qj), then by
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using (2.5.24), it follows that

QI ⊂
{
x ∈ Qj : dist(x,Γ\Qj) ≤

[
10
√
na−1

2 A22−k`(Qj)
−1
]
`(Qj)

}
=: V.

Observe that V is the set considered in property (vi) of Lemma 2.3.1, with
ρ = 10

√
na−1

2 A22−k`(Qj)
−1. We may apply the inequality in (vi) so long as ρ < a0,

which in our case will be true as long as a3 ≤ a0a2

100
√
nA2

. Henceforth we fix a3 to be given
by the right-hand side of the last inequality, and note that it also satisfies a3 ≤ a2/8.
Then, we have that

σ
(⋃

I∈W
Σk
j

QI
)
≤ σ(V ) ≤ A0(10

√
na−1

2 A2)ζ2−kζ`(Qj)
−ζσ(Qj). (2.5.25)

Now, we reckon the estimate

card(WΣkj
)2−kd =

∑
I∈W

Σk
j

`(I)d ≤ Ad2
∑

I∈W
Σk
j

`(QI)
d ≤ Cd(a−1

0 A2)d
∑

I∈W
Σk
j

σ(QI)

≤ Cd(a−1
0 A2)d

∑
Q̃ ∈ DQj

s.t.

∃I ∈ W
Σk
j
∩W

Q̃

∑
I∈WQ̃

σ(Q̃) ≤ Cd(a−1
0 A2)dN0

∑
Q̃ ∈ DQj

s.t.

∃I ∈ W
Σk
j
∩W

Q̃

σ(Q̃)

≤ Cd(a−1
0 A2)dN0

[
C2
d(2A0a

−1
0 )d

]A2
a2 σ
( ⋃

Q̃ ∈ DQj
s.t.

∃I ∈ W
Σk
j
∩W

Q̃

Q̃
)
≤ A32−kζ`(Qj)

d−ζ ,

(2.5.26)

where A3 is a uniform constant. In the fifth inequality, we used Corollary 2.4.19, in
the sixth inequality we used (2.3.8) and the fact that `(QI)/`(QI′) ≤ A2/a2 for any
I, I ′ ∈ WΣkj

, and in the last inequality we used (2.5.25). It is clear that (2.5.26) gives
(2.5.23). Going back to (2.5.22), we can now conclude that

T2 ≤ AnA3`(Qj)
d−ζ

∑
k:2−k<a3`(Qj)

2−kζ ≤ 2ζ

2ζ−1
aζ3AnA3`(Qj)

d.

Putting this last estimate together with (2.5.20) and (2.5.17) gives (2.5.13) when `(Qj) ≤
Mr.

It remains only to show that (2.5.13) holds in the case that `(Qj) > Mr. Observe that
if x ∈ Σ, then the ball B is centered on an (n − 1)−dimensional face of some Whitney
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box J∗, with int J∗ ⊂ ΩF . Suppose that `(J) ≥ A′nr, where A′n ≥ 1 is chosen so that
B ∩ Σ is a subset of the boundary faces of the Whitney cubes adjacent to J (including
also J). It is clear that this is a constraint solely depending on n. In this case, ifX ∈ ∂I∗

for any I touching J , then δ(X) ≥ dist(I∗,Γ) ≥ 2
√
n`(I) ≥

√
n`(J)/2 ≥ r/2, and we

have

σ?(B ∩Σj) ≤ σ?(B ∩Σ) ≤ σ?
(⋃

I touching J(∂I∗ ∩B)
)
≤
∑

I touching J σ?(∂I
∗ ∩B)

≤ An sup
I touching J

σ?(∂I
∗ ∩B) ≤ An sup

I touching J

∫
∂I∗∩B

δ(X)d+1−n dH n−1|Σ(X)

≤ An2n−1−drd+1−n sup
I touching J

H n−1(B ∩ ∂I∗) ≤ An2n−1−drd,

where An is a universal constant depending only on n, in the fourth inequality we used
that the number of Whitney boxes adjacent to J is uniformly bounded (depending only
on n), and in the last line we used the facts that at least one of H n−1(B ∩ ∂I∗) > 0, that
for any such I there exists x′ ∈ ∂I∗ satisfyingB ∩ ∂I∗ ⊂ B(xI , 2r)∩ ∂I∗, and that each
∂I∗ is an (n− 1)−Ahlfors-David regular set.

Now suppose that either x ∈ Γ, or x ∈ Σ with `(J) ≤ A′nr. The bound δ(x) ≤
42
√
nA′nr holds trivially in the former case, and in the latter it holds because of the

estimate δ(x) ≤ dist(J∗,Γ) + diamJ∗ ≤ 42
√
n`(J). For each I ∈ RQj intersecting

B, there exists QI ∈ DQj such that I ∈ WQI , and we have that

4
√
n`(I) ≤ dist(I,Γ) ≤ dist(I, x) + δ(x) ≤ 43

√
nA′nr.

Hence `(I) ≤ 11
√
nA′nr, and for any qI ∈ QI , we reckon that

|qI − x| ≤ diamQI + dist(QI , I) + diam I + dist(I, x)

≤ A0`(QI) +A2`(QI) +
√
n`(I) + r

≤ (2A2a
−1
2 +

√
n)`(I) + r ≤ 100

√
nA′nA2a

−1
2 r =: A4r.

Thus QI ⊂ B(x,A4r). Now let {Qi} ⊂ DQj be a covering of B(x,A4r) ∩ Qj such
that Mr/2 ≤ `(Qi) ≤ Mr (which is possible since `(Qj) > Mr) and such that
the Qi are pairwise disjoint. It is easy to see then that dist(Qi1 , Qi2) ≤ (4A4 +

A0) min{`(Qi1), `(Qi2)}, whence we deduce as in the paragraph following (2.5.15) that
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card{Qi} ≤ N1 whereN1 = N1(d,Cd, a0, A0, A4). Now letM = 1000nA′nA2a
−1
2 a−1

0 .
WithM chosen in this way, our present scenario is very similar to the one for T2 above.
More precisely, suppose that I intersects Σj ; we have thatQI ⊂ Qi for someQi as above,
and `(I) . r � `(Qi) ≈Mr. Wemay find J ∈ WQ′ such that J∗∩I 6= ∅ andQ′ ∈ DF ,
so that `(Q′) ≈ `(J) ≈ `(I)�Mr. With our choice ofM , we have that `(Q′) < `(Qi),
so that Q′ ∩ Qi = ∅. This observation gives us the estimate dist(QI , (Qj)

c) . `(I),
and we may once again use Lemma 2.3.1 (vi) (owing to our choice ofM ) to control the
cardinality of the Whitney boxes I intersecting Σk

j by C(2k`(Qi))d−ζ . Thus it is easy
to see that we obtain the desired result in a similar way as we did for T2, by formally
replacing `(Qj) with `(Qi) ≈Mr. Thus ends the proof of (2.5.13).

We turn to the proof of (2.5.11). If r ≥ δ(x)/4, then the desired result follows from
(2.5.10); more precisely, we have that σ?(∆?(x, r)) ≤ Crd ≤ 4n−1−dCδ(x)d+1−nrn−1,
where C is the constant from (2.5.10). Now suppose that r < δ(x)/4. In this case,
B(x, r) ∩ Γ = ∅, and for any X ∈ ∆?(x, r), we have that δ(X) ≥ 3δ(x)/4, whence we
deduce that

σ?(∆?(x, r)) ≤
(

4
3

)n−1−d
δ(x)d+1−nH n−1(∆?(x, r))

≤ An
(

4
3

)n−1−d
δ(x)d+1−nrn−1,

and in the last inequality we used the (n − 1)−Ahlfors-David regularity of each face
∂J∗ intersecting B, and that the number of fattened Whitney boxes J∗ which intersect
∆?(x, r) is uniformly bounded (depending only on n). �

Remark 2.5.27. Observe that Proposition 2.5.9 implies in particular thatH n−1(Σ∩K) <

∞ for any compact setK ⊂ Rn. This is easily seen by fixing a compact setK ⊂ Rn and
noticing that therefore δ(X) ≤MK for any X ∈ Σ ∩K, which implies that

H n−1(Σ ∩K) ≤Mn+1−d
K σ?(Σ ∩K) <∞.

Moreover, sinceH d(Γ∩K) ∈ (0,+∞) for any compact set intersectingΓ, it follows that
H n−1(Γ) = 0, and therefore ∂ΩF satisfies H n−1(∂ΩF ∩K) < +∞ for any compact
K.

We now concentrate on a lower bound for σ?.

Proposition 2.5.28 (Lower bound for σ?). Let x ∈ ∂ΩF and r > 0. Suppose thatM0 is
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given by (2.5.36) below. If δ(x) ≥ r/M0, then

σ?(∆?(x, r)) ≥ v1δ(x)d+1−nrn−1, (2.5.29)

where v1 = v1(n, d,M0, θ). If δ(x) < r/M0, then

σ?(∆?(x, r)) ≥ v2r
d, (2.5.30)

where v2 = v2(n, d, Cd, θ, cK, A0, a0, c, cH,M0).

Proof. We consider (2.5.29) first, so that δ(x) > 0 which implies that x ∈ ∂J∗ for some
J ∈ WF . Hence r/M0 ≤ δ(x) ≤ 42

√
n`(J). Observe the estimate

σ?(∆?(x, r)) ≥ σ?(∂J∗ ∩ Σ ∩B(x, r)) =

∫
∂J∗∩Σ∩B(x,r)

δ(X)d+1−n dH n−1|Σ(X)

≥ (2M0)d+1−nδ(x)d+1−nH n−1(∂J∗ ∩ Σ) ≥ cn(2M0)d+1−nδ(x)d+1−nθn−1`(J)n−1

≥ cn2dMd+2−2n
0 δ(x)d+1−nθn−1rn−1

where in the fourth inequality we made use of Lemma 2.4.34.

We proceed to prove (2.5.30), using ideas of the proof for Lemma 3.61 in [HM14].
First, observe that by Remark 2.5.27 and the criterion for sets of finite perimeter [EG92,
5.11 Theorem 1], we have that ΩF is a set of locally finite perimeter. Hence, by the
structure theorem for sets of finite perimeter, [EG92, 5.7 Theorem 2], it follows that
‖∂ΩF‖ = H n−1 ∂?ΩF . We will use these facts below.

Suppose that δ(x) < r/M0, so that there exists x̂ ∈ Γ with |x− x̂| ≤ r/M0. Now fix
Q̂ ∈ D with x̂ ∈ Q̂ and such that cKr/M0 ≤ `(Q̂) ≤ r/M0. IfM0 > max{9, A2

0}, then
we may guarantee that Q̂ ⊂ B(x̂, r/

√
M0) ⊂ B(x, r) =: B. We consider two cases.

Case 1. The ball B(x̂, r/
√
M0) meets some Qj ∈ F with `(Qj) ≥ r/M0. Then

we may procure a dyadic cube Q ∈ DQj with r/2M0 ≤ `(Q) ≤ r/M0 and Q ⊂
B(x̂, 2r/

√
M0). By Lemma 2.4.43, the ballB(xQ, r

′) = B(xQ, a0`(Q)/(5A2a
−1
2 )) lies

in Rn\ΩF , while if we further assume that M0 ≥ 16, then for any Y ∈ B(xQ, r
′) we

have that

|Y − x| ≤ |Y − xQ|+ |xQ − x̂|+ |x̂− x| < a0a2
5A2

`(Q) + 2r√
M0

+ r
M0
≤ 4r/

√
M0 < r,
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whence it is known that B(xQ, r
′) ⊂ B\ΩF . On the other hand, we have shown in

Proposition 2.5.3 that ∂ΩF has interior Corkscrew points, so that there exists X ∈ ΩF

verifying thatB(X, c1r) ⊂ ΩF ∩B, and c1 is given in (2.5.4). We can now appeal to the
relative isoperimetric inequality (see [EG92, 5.6 Theorem 2]) to conclude that

‖∂ΩF‖(B(x, r)) ≥ an min
{
L n(B(X, c1r)) , L n(B(xQ, r

′))
}n−1

n

≥ an min
{
c1,

a0a2
10A2M0

}n−1
rn−1, (2.5.31)

where an is a uniform constant depending only on n. Consequently,

σ?(∆?(x, r)) ≥ σ?(∆?(x, r) ∩ Σ) ≥Mn−1−d
0 rd+1−nH n−1(∆? ∩ Σ)

= Mn−1−d
0 rd+1−nH n−1(B(x, r)∩∂ΩF ) ≥Mn−1−d

0 rd+1−nH n−1(B(x, r)∩∂?ΩF )

= Mn−1−d
0 rd+1−n‖∂ΩF‖(B(x, r)) ≥ an(a0a2A

−1
2 )n−1M−d0 rd, (2.5.32)

where we used the structure theorem for sets of finite perimeter, [EG92, 5.7 Theorem 2].

Case 2. There is no Qj as in case 1. It follows that if Qj ∈ F meets B(x̂, r/
√
M0),

then `(Qj) ≤ r/M0. Let F̂ denote the collection of those Qj ∈ F which intersect ∆̂ =

∆(x̂, r/
√
M0). Then we may split 1

2∆̂ as 1
2∆̂ =

(
1
2∆̂\

(⋃
F̂ Qj

))
∪
(

1
2∆̂ ∩ (

⋃
F̂ Qj)

)
.

We now consider two sub-cases: either the estimate

σ
(

1
2∆̂\

(⋃
F̂ Qj

))
≥ 1

2σ
(

1
2∆̂
)

(2.5.33)

holds, or it does not. If it does, then we deduce that

σ?(B(x, r) ∩ ∂ΩF ) ≥ σ
(
B(x, r) ∩ Γ\

⋃
F Qj

)
≥ σ

(
∆̂\
⋃
F̂ Qj

)
≥ 1

2σ
(

1
2∆̂
)

≥ C−1
d 2−d−1M

−d/2
0 rd =: a5r

d,

which yields the desired result. We are left to consider the case that (2.5.33) does not
hold. Then, instead, we have that

∑
F ′ σ(Qj) ≥ σ

(
1
2∆̂ ∩

(⋃
F̂ Qj

))
≥ 1

2σ
(

1
2∆̂
)
≥ a5r

d, (2.5.34)

where F ′ consists of those Qj ∈ F̂ which intersect 1
2∆. For each Qj ∈ F ′, fix any

one of the (n − 1)−dimensional cubes Pj ⊂ ∂ΩF constructed in Proposition 2.4.44,
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and denote its center by x?j . We now claim that for each Qj ∈ F ′, the ball B∗j =

B(x?j , 16A0c
−1
K `(Qj)) contains both an interior and an exterior Corkscrew ball for ΩF ,

with respect to the surface ball B∗Qj ∩ ∂ΩF (with Corkscrew constants that could depend
onK0).

Indeed, by virtue of Lemma 2.4.43, the ball Bj = B(xQj , a0a2`(Qj)/(5A2)) is
contained in Rn\ΩF , and we note that for any Y ∈ Bj ,

|Y − x?j | <
a0a2

5A2
`(Qj) + diamQj + dist(Pj , Qj) + diamPj

≤ 2A0`(Qj) + 11A0c
−1
K `(Qj) + 13

8 θa0c
−1
K `(Qj) ≤ 15A0c

−1
K `(Qj),

so that Bj ⊂ B∗j \ΩF . By a similar reasoning, we also have that Qj ⊂ B∗j . For the
interior Corkscrew ball, let Q̂ ∈ DF be the proper parent of Qj and fix I ∈ Wcs

Q̂
.

Note that B(XI , `(I)/2) ⊂ I ⊂ int I∗ ⊂ ΩF , and by our choice of radius for B∗j ,
we also have that B(XI , `(I)/2) ⊂ B∗j similarly as in the estimate above. Then the
ball B(XI , a0c`(Qj)/(41

√
n)) is contained in B∗j ∩ ΩF by (2.4.5). Thus by using

the relative isoperimetric inequality in a manner analogous to (2.5.31), we deduce that
‖∂ΩF‖(B∗j ) ≥ an(a0a2/(5A2))n−1`(Qj)

n−1. We also have that for any Y ∈ B∗j ,

δ(Y ) ≤ 16A0c
−1
K `(Qj) + diamPj + dist(Pj ,Γ) ≤ 400A0c

−1
K `(Qj),

and therefore, analogous to (2.5.32), we obtain that

σ?(B
∗
j ∩ ∂ΩF ) ≥ an(a0a2A

−1
2 )n−1Ad+1−n

0 cn−1−d
K `(Qj)

d. (2.5.35)

We show that forM0 ≥ 1250A2
0c
−2
K , we have B∗j ⊂ B. Fix any Y ∈ B∗j and observe

that

|Y − x| ≤ diam(B∗j ) + diamQj + 1
2 diamB

(
x̂, r/

√
M0

)
+ |x̂− x|

≤ 32A0c
−1
K `(Qj) +A0`(Qj) +

r√
M0

+
r

M0
≤

35A0c
−1
K√

M0
r < r,

as claimed. Henceforth we will take

M0 := 125A2
0c
−2
K . (2.5.36)
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Let us now show that we can muster a sub-collection F ′′ ⊂ F ′ of cubes Qj ∈ F ′

such that the balls in {B∗j }Qj∈F ′′ are pairwise disjoint and∑
Qj∈F ′′

`(Qj) & r
d. (2.5.37)

Since for any Qj ∈ F ′ ⊂ F̂ we have that `(Qj) < r/M0, it follows that there exists
k0 ∈ Z such that `(Qj) ≤ 2−k0 for all Qj ∈ F ′, and `(Q) = 2−k0 for some Q ∈ F ′.
For any k ≥ k0, let F ′k = {Qj ∈ F ′ : `(Qj) = 2k}. Fix a sub-collection F ′′k0

of F ′k0

which is B∗j−maximal in the sense that the balls {B∗j }Qj∈F ′′k0
are pairwise disjoint, but

where adjoining any other cube in F ′\F ′′k0
makes some of these balls overlap. Next,

define inductively for each k > k0 the sub-collection F ′′k which is the union of all F ′′
k̃
,

k0 ≤ k̃ < k, and adjoined with a sub-collection of F ′k such that F ′′k is B∗j−maximal.
We then set F ′′ = ∪k≥k0F ′′k and observe that it satisfies that the balls in {B∗j }Qj∈F ′′ are
pairwise disjoint, and that each Qm ∈ F ′\F ′′ is such that B∗m intersects B∗j ∈ F ′′ for
some Qj ∈ F ′′ with `(Qm) ≤ `(Qj) (otherwise, Qm would have had to belong to F ′′k
for some k).

Recall that for any Qj ∈ F ′, Qj ⊂ B∗j . If Qm ∈ F ′ intersects Qj with `(Qm) ≤
`(Qj), then

dist(Qm, Qj) ≤ diamB∗m + diamB∗j ≤ 32A0c
−1
K `(Qj),

and thus Qm ⊂ B(xQj , 34A0c
−1
K `(Qj)) ∩ Γ, which, together with our observations in

the last paragraph, implies that
⋃
F ′ Qj ⊂

⋃
Qj∈F ′′ B

(
xQj , 34A0c

−1
K `(Qj)

)
∩Γ. Hence,

∑
F ′

σ(Qj) ≤ σ
(⋃
F ′′ B

(
xQj , 34A0c

−1
K `(Qj)

)
∩ Γ
)
≤ Cd(34A0c

−1
K )d

∑
F ′′

`(Qj)
d.

By combining this last estimate with (2.5.34), we obtain (2.5.37) with implicit constant
a5C

−1
d (34−1A−1

0 cK)d. Finally, we combine (2.5.35) and (2.5.37) to conclude that

σ?(B ∩ ∂ΩF ) ≥
∑

Qj∈F ′′
σ?(B

∗
j ∩ ∂ΩF ) ≥ an(a2

2A
−2
2 )n−1Ad0c

n−1−d
K

∑
Qj∈F ′′

`(Qj)
d

≥ 35−dC−2
d M

−d/2
0 an(a2

2cKA
−2
2 )n−1rd,

89



which does complete our argument for (2.5.30). �

We are ready to show

Proposition 2.5.38 (σ? is doubling). The measure σ? verifies (H3).

Proof. Fix x ∈ ∂ΩF and r > 0. We split the proof of the proposition into three cases.

Case 1. 2r < M0δ(x). Then we also have that r < M0δ(x), and therefore,

σ?
(
B(x, 2r) ∩ Γ

)
≤ 2n−1V2r

n−1δ(x)d+1−n ≤ 2n−1V2v
−1
1 σ?

(
B(x, r) ∩ Γ

)
.

Case 2. r < M0δ(x) ≤ 2r. Here, we obtain that

σ?
(
B(x, 2r) ∩ Γ

)
≤ 2dV1r

d = 2dV1r
d+1−nrn−1 ≤ 2−2d+1−nMd+1−n

0 V1δ(x)d+1−nrn−1

≤ 2−2d+1−nMd+1−n
0 V1v

−1
1 σ?

(
B(x, r) ∩ Γ

)
.

Case 3. r ≥M0δ(x). We easily estimate that

σ?
(
B(x, 2r) ∩ Γ

)
≤ 2dV1r

d ≤ 2dV1v
−1
2 σ?

(
B(x, r) ∩ Γ

)
,

as desired. �

Next, we turn to verifying the growth condition (H5). In preparation, we record the
following useful estimate from [DFM19b].

Lemma 2.5.39 (Behavior of m, [DFM19b] Lemma 2.3, Remark 2.4). For any α > 0,
there exists a constant M(α) > 0, depending only on n, d, Cd, and α, such that the
following statements hold for any X ∈ Rn and any r > 0.

(i) If δ(X) ≥ αr, thenM(α)−1rnδ(X)d+1−n ≤ m
(
B(X, r)

)
≤M(α)rnδ(X)d+1−n.

(ii) If δ(X) ≤ αr, thenM(α)−1rd+1 ≤ m
(
B(X, r)

)
≤M(α)rd+1.

Proposition 2.5.40 (Growth condition). The measures σ? and m satisfy (H5). More
precisely, there exist constants V5 ≥ 1 and ε ∈ (0, 1) so that for each x ∈ ∂ΩF and all
r, s with 0 < s < r, we have the estimate

m
(
B(x, r) ∩ ΩF

)
m
(
B(x, s) ∩ ΩF

) ≤ V5

(r
s

)σ?(B(x, r) ∩ Γ
)

σ?
(
B(x, s) ∩ Γ

) .
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Proof. Recall thatM0 is the uniform constant given in (2.5.36). Note that m
(
B(x, r) ∩

ΩF
)
≤ m

(
B(x, r)

)
for any x ∈ ∂ΩF and r > 0, while in the other direction, Proposition

2.5.3 implies the existence of a Corkscrew pointX = Xx,r ∈ ΩF such thatB(X, c1r) ⊂
ΩF ∩B(x, r). Observe that such a Corkscrew point satisfies c1r ≤ δ(Xx,r) ≤ r+ δ(x).
Now fix x ∈ ∂ΩF and r, s > 0 with 0 < s < r. We consider three cases.

Case 1. δ(x) ≥ r/M0 ≥ s/M0. Here, note that δ(Xx,s) ≤ 2M0δ(x). We have that

m
(
B(x, r) ∩ ΩF

)
m
(
B(x, s) ∩ ΩF

) ≤ m
(
B(x, r)

)
m
(
B(Xx,s, c1s)

) ≤ M( 1
M0

)rnδ(x)d+1−n

M(1)−1(c1s)nδ(Xx,s)d+1−n

≤
[
(2M0)n−1−dM(1)M( 1

M0
)

cn1

](r
s

)rn−1δ(x)d+1−n

sn−1δ(x)d+1−n

≤
[
(2M0)n−1−dM(1)M( 1

M0
)V2

cn1v1

](r
s

)σ?(B(x, r) ∩ Γ
)

σ?
(
B(x, s) ∩ Γ

) ,
where we have used (2.5.11) and (2.5.29), and thus established the desired estimate.

Case 2. δ(x) ≤ s/M0 ≤ r/M0. In this case, we have that δ(Xx,s) ≤ 2s. Reckon
that

m
(
B(x, r) ∩ ΩF

)
m
(
B(x, s) ∩ ΩF

) ≤ m
(
B(x, r)

)
m
(
B(Xx,s, c1s)

) ≤ M( 1
M0

)rd+1

M( 2
c1

)−1(c1s)d+1

≤
[M( 2

c1
)M( 1

M0
)

cd+1
1

](r
s

)rd
sd
≤
[M( 2

c1
)M( 1

M0
)V1

cd+1
1 v2

](r
s

)σ?(B(x, r) ∩ Γ
)

σ?
(
B(x, s) ∩ Γ

) ,
where this time we made use of (2.5.10) and (2.5.30).

Case 3. s/M0 < δ(x) < r/M0. Now we see that δ(Xx,s) ≤ 2M0δ(x), and estimate

m
(
B(x, r) ∩ ΩF

)
m
(
B(x, s) ∩ ΩF

) ≤ m
(
B(x, r)

)
m
(
B(Xx,s, c1s)

) ≤ M( 1
M0

)rd+1

M(1)−1(c1s)nδ(Xx,s)d+1−n

≤
[
(2M0)n−1−dM(1)M( 1

M0
)

cn1

](r
s

) rd

sn−1δ(x)d+1−n

≤
[
(2M0)n−1−dM(1)M( 1

M0
)

cn1

](r
s

)σ?(B(x, r) ∩ Γ
)

σ?
(
B(x, s) ∩ Γ

) ,
using (2.5.30) and (2.5.11). The desired result is established in any case. �
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Remark 2.5.41. Incidentally, Lemma 2.5.39 together with Proposition 2.5.3 give that (H4)
holds. Indeed, we take w̃ ≡ w|∂ΩF , and it is immediate that dm/dX = w̃(X) on ΩF ,
and that w̃(X) > 0 for (n−dimensional) Lebesgue-a.e. X ∈ ΩF . It remains to check
thatm is doubling on ΩF .

Let X ∈ ΩF and r > 0. Let X̃ ∈ ΩF be the Corskcrew point (with Corkscrew
constant c1/4, with c1 from (2.5.4)) for the ball B(X, r) constructed in Remark 2.5.5.
Observe that

m
(
B(X, 2r) ∩ ΩF

)
≤ m

(
B(X̃, 3r) ∩ ΩF

)
≤ m

(
B(X̃, 3r)

)
≤ Cm

(
B(X̃, c1r4 )

)
≤ Cm

(
B(X, r) ∩ ΩF

)
where in the third inequality we used that m(B(X̃, 3r)) ≈ m(B(X̃, c1r4 )) by virtue of
Lemma 2.5.39 (i) (with implicit constant depending only on c1), and in the last inequality
we used the fact that B(X̃, c1r4 ) ⊂ B(X, r) ∩ ΩF . Thus m is doubling on ΩF and (H4)
is shown.

Finally, it is a trivial application of the fundamental results in [DFM19b] that m
satisfies the axiom (H6), since m|ΩF is merely the restriction of the function m on Ω

which already satisfies this property.

2.6 Carleson measures, discrete Carleson measures, and ex-
trapolation

Recall that σ = H d|Γ, Γ is a closed d−ADR subset of Ω, d ∈ [1, n−1), and Ω = Rn\Γ.

Definition 2.6.1 (Carleson measures). We say that a non-negative Borel measure λ on Ω

is a Carleson measure if

|||λ|||C := sup
x∈∂Ω, r>0

1

σ
(
B(x, r) ∩ Γ

)λ(B(x, r) ∩ Ω
)
<∞.

We call |||λ|||C the Carleson norm of λ, and write C for the set of Carleson measures in Ω.

A main tool in our proof is the extrapolation of Carleson measures, which we use in
the dyadic setting. We borrow the definitions and results from [HM14], where this result
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has been considered in a co-dimension 1 setting; see also [CHM19]. In the setting of
higher co-dimension, this framework has appeared in [DMb].

Recall the dyadic decomposition of Γ in Lemma 2.3.1, and the definitions of D and
DQ for some Q ∈ D in (2.3.2) and the surrounding paragraph.

Definition 2.6.2 (Discrete Carleson measures). Let {αQ}Q∈D be a sequence of non-
negative numbers indexed by Q ∈ D, and for any sub-collection D′ ⊂ D, we define

m(D′) :=
∑
Q∈D′

αQ.

We say that m is a discrete Carleson measure on D with respect to σ (written m ∈ C) if

‖m‖C := sup
Q∈D

m(DQ)

σ(Q)
<∞.

Similarly, we have a local version: For a fixed Q0 ∈ D, we say that m is a discrete
Carleson measure on DQ0 with respect to σ (written m ∈ C(Q0)) if

‖m‖C(Q0) := sup
Q∈DQ0

m(DQ)

σ(Q)
<∞.

Given a disjoint family F ⊂ D, we define the restriction of m to the sawtooth DF (see
(2.4.25)) by

mF (D′) := m(D′ ∩ DF ) =
∑

Q∈D′\(∪FDQj )

αQ, for D′ ⊂ D,

and for any Q ∈ D, denote (recalling that DF ,Q′ = DQ ∩ DF from (2.4.26))

‖mF‖C(Q) := sup
Q′∈DQ

m(DF ,Q′)
σ(Q′)

.

The following result concerns the extrapolation of Carleson measures.

Theorem 2.6.3 (Extrapolation of Carleson measures; [DMb] [HM14]). Let Γ be a closed
d-ADR set, and σ = H d|Γ. Fix Q0 ∈ D and a dyadically doubling Borel measure µ
on Q0. Assume that there is some sequence of non-negative numbers {αQ}Q∈D(Q0) such
that the corresponding m satisfies ‖m‖C(Q0) ≤ M0 < +∞. Suppose that there exists
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ξ > 0 such that for every Q ∈ DQ0 , and every disjoint family F ⊂ DQ verifying

‖mF‖C(Q) ≤ ξ, (2.6.4)

we have that the projection PFµ (see (2.3.10)) satisfies the following property:

∀ε ∈ (0, 1), ∃Cε > 1 such that
(
F ⊂ Q, σ(F )

σ(Q)
≥ ε =⇒ PFµ(F )

PFµ(Q)
≥ 1

Cε

)
. (2.6.5)

Then, there exist η0 ∈ (0, 1) and C0 <∞ such that, for every Q ∈ DQ0 ,

F ⊂ Q, σ(F )

σ(Q)
≥ 1− η0 =⇒ µ(F )

µ(Q)
≥ 1

C0
.

In other words, µ ∈ Adyadic
∞ (Q0) (see Definition 2.3.14).

Let us elucidate how Theorem 2.6.3 will be used to prove Theorem 2.1.1. In the
hypothesis of the latter, we have that the measure dλ(X) := δ(X)d−na2 dX is a (contin-
uous) Carleson measure, where a is defined in (2.1.2). In Lemma 2.6.6 below, we define
the natural discrete version of this measure, and show that it is indeed a discrete Carleson
measure. This discrete measure will be m in Theorem 2.6.3, while µ will be ωX0 , the
elliptic measure associated to the operator L with pole X0, where X0 is a Corkscrew
point for a large ball that containsQ0 (the definition and properties of the elliptic measure
are investigated carefully in Section 2.7.1). The bulk of the proof of Theorem 2.1.1 will
lie in showing that the property (2.6.5) holds, and this will come (roughly speaking) from
two key steps. The first is that, by hypothesis, the disagreement of the matrices satisfies
the small Carleson measure condition (2.6.4) everywhere outside of the regions hidden
by the sawtooth domain, and this will be used in an argument of integration-by-parts to
transfer the (local) Adyadic

∞ property from ωX0
L0

to the elliptic measure of an intermediate
operator L1 that does not “see” the difference of the matricesA,A0 in the regions hidden
by the sawtooth domain. The second step is to pass from the Adyadic

∞ property for ωX0
L1

to the desired property for PFωX0
L in (2.6.5) via the Dahlberg-Jerison-Kenig projection

lemma (see Section 2.8), which can be done (roughly speaking) because associated el-
liptic measures on the boundary of the sawtooth domain are the same for L1 and L. Full
details of the proof of Theorem 2.1.1 are written out in Section 2.9.

Lemma 2.6.6 (A discretization of the Carleson measure condition). Suppose that A0,
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A are two uniformly elliptic matrices, such that their disagreement a defined in (2.1.2)
satisfies that dλ(X) = δ(X)d−na2 dX is a Carleson measure. Then, for every Q0 ∈ D,
the collection m = {αQ}Q∈DQ0

with

αQ :=
∑
I∈WQ

supY ∈I∗ |E(Y )|2

`(I)n−d
|I|, Q ∈ D, (2.6.7)

is a discrete Carleson measure, and in fact,

‖m‖C(Q0) ≤ (41
√
n)n−d(7

√
nA2a

−1
0 )dC2

d |||λ|||C .

Proof. Let Q ∈ DQ0 , write tQ = 7
√
nA2`(Q), and consider the estimates

m(DQ)

σ(Q)
=

1

σ(Q)

∑
Q′∈DQ

∑
I∈WQ′

supY ∈I∗ |E(Y )|2

`(I)n−d
|I|

≤ (41
√
n)n−d

1

σ(Q)

∑
I∈RQ

∫∫
I

supY ∈I∗ |E(Y )|2

δ(X)n−d
dX

≤ (41
√
n)n−d

1

σ(Q)

∑
I∈RQ

∫∫
I

a2(X)

δ(X)n−d
dX ≤ (41

√
n)n−d

1

σ(Q)

∫∫
RQ

a2(X)

δ(X)n−d
dX

≤ (41
√
n)n−d(7

√
nA2a

−1
0 )dC2

d

1

σ(∆(xQ, tQ))

∫∫
B(xQ,tQ)∩Ω

a2(X)

δ(X)n−d
dX

≤ (41
√
n)n−d(7

√
nA2a

−1
0 )dC2

d |||λ|||C ,

where we have used in the third line that B(X, δ(X)/2) ⊃ I∗ for any X ∈ I , and later
we used that RQ ⊂ B(xQ, 7

√
nA2`(Q)) (by the same argument as (2.4.30); for the

definitions ofRQ and RQ, see (2.4.31) and (2.4.32)), and (2.2.2). �

2.7 Review of the elliptic PDE theory for sets with boundaries
of high co-dimension

Let us review the necessary background and theory of the David-Feneuil-Mayboroda
operators [DFM19b]. Many results in this section have well-understood analogues for
domains with boundaries of co-dimension 1 [CFMS81, JK82, Ken94]. Before starting,
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we remark that many of the results in this section have direct analogues for our saw-
tooth domains by virtue of Theorem 2.5.2 and the elliptic PDE theory for sets of mixed
dimension carried out in [DFM].

Formally, we write L = −divA∇, with A : Ω → Mn(R), where Mn(R) is the set
of n × n real-valued matrices, and we require that A satisfies the following weighted
boundedness and ellipticity conditions:

δ(X)n−d−1A(X)ξ · ζ ≤ CA|ξ||ζ|, for each X ∈ Ω and every ξ, ζ ∈ Rn,

δ(X)n−d−1A(X)ξ · ξ ≥ C−1
A |ξ|

2, for each X ∈ Ω and every ξ ∈ Rn. (2.7.1)

Recall that we denote w(X) = δ(X)−n+d+1 and m(E) =
∫∫
E w(X) dX . By A we

denote the matrix w−1A, so that∫∫
Ω
A∇u∇v =

∫∫
Ω
A∇u∇v dm.

The matrix A satisfies unweighted ellipticity and boundedness conditions

A(X)ξ · ζ ≤ C|ξ||ζ|, for each X ∈ Ω and every ξ, ζ ∈ Rn,

A(X)ξ · ξ ≥ C−1|ξ|2, for each X ∈ Ω and every ξ ∈ Rn. (2.7.2)

In order to rigorously define the operator L, we need a suitable domain and corre-
sponding range. As in [DFM19b], we consider the following weighted Sobolev space,

W = Ẇ 1,2
w (Ω) :=

{
u ∈ L1

loc(Ω) : ∇u ∈ L2(Ω, dm)
}
,

and set ‖u‖W =
( ∫∫

Ω |∇u|
2 dm

) 1
2 , u ∈ W . Actually, it is proven in [DFM19b] that

W =
{
u ∈ L1

loc(Rn) : ∇u ∈ L2(Rn, dm)
}
.

If E ⊂ Rn is a Borel set, we let C∞c (E) denote the space of compactly supported,
smooth functions onE. We callW0 the completion ofC∞c (Ω) in the norm ‖·‖W . Finally,
denote byM(Γ) the set of σ−measurable functions on Γ, and then set

H = Ḣ1/2(Γ) :=
{
g ∈M(Γ) :

∫
Γ

∫
Γ

|g(x)− g(y)|2

|x− y|d+1
dσ(x) dσ(y) <∞

}
.

The significance ofH is that it plays a role forW analogous in many ways to the role that
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the fractional Sobolev space H
1
2 plays for the classical Sobolev spaceW 1,2.

In addition toW which is a space of functions defined globally, we introduce a local
version. Let E ⊂ Rn be an open set. The set of functionsWr(E) is defined as

Wr(E) =
{
f ∈ L1

loc(E) : ϕf ∈W for all ϕ ∈ C∞c (E)
}

where ϕf is seen as a function on Rn.

The following two results establish that we can make sense of traces on Γ of functions
in this weighted Sobolev space.

Theorem 2.7.3 (Trace operator, Theorem 3.4 of [DFM19b]). There exists a bounded
linear operator T : W → H (a trace operator) with the following properties. The trace
of u ∈ W is such that, for σ−a.e. x ∈ Γ, Tu(x) = lim

r→0

1
|B(x,r)|

∫∫
B(x,r) u(X) dX , and,

analogously to the Lebesgue density property, lim
r→0

1
|B(x,r)|

∫∫
B(x,r) |u(X)−Tu(x)| dX =

0.

Lemma 2.7.4 (Local traces, Lemma 8.1 of [DFM19b]). Let E ⊂ Rn be an open set. For
every function u ∈Wr(E), we can define the trace of u on Γ ∩ E by

Tu(x) = lim
r→0
−−
∫∫
B(x,r)

u(X) dX for σ − almost every x ∈ Γ ∩ E,

and Tu ∈ L1
loc(Γ ∩ E, σ). Moreover, for every choice of f ∈Wr(E) and ϕ ∈ C∞c (E),

(
T (ϕu)

)
(x) = ϕ(x)Tu(x) for σ − almost every x ∈ Γ ∩ E.

Next, we give a meaning to a local solution of the problem Lu = 0.

Definition 2.7.5 (Local weak solutions). Let E ⊆ Ω be an open set. We say that
u ∈Wr(E) is a solution of Lu = 0 in E if for any ϕ ∈ C∞c (E),∫∫

Ω
A∇u∇ϕdX =

∫∫
Ω
A∇u∇ϕdm = 0.

We have an analogous version of the Harnack inequality.

Lemma 2.7.6 (Harnack inequality; Lemma 8.9 of [DFM19b]). Let B be a ball such
that 3B ⊆ Ω, and let u ∈ Wr(3B) be a non-negative solution in 3B. Then supB u ≤
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C infB u, where C depends only on n, d, Cd, and CA.

Now, we exhibit results concerning the Green function.

Lemma 2.7.7 (Green’s function, Lemma 10.1 of [DFM19b]). There exists a non-negative
function g : Ω× Ω→ R ∪ {+∞} with the following properties.

(i) For any Y ∈ Ω and any α ∈ C∞c (Rn) such that α ≡ 1 in a neighborhood of y,

(1− α)g(·, Y ) ∈W0.

In particular, g(·, Y ) ∈Wr(Rn\{Y }) and T [g(·, Y )] = 0.
(ii) For every choice of Y ∈ Ω, R > 0, and q ∈ [1, n

n−1),

g(·, Y ) ∈W 1,q(B(Y,R)) :=
{
u ∈ Lq(B(Y,R)),∇u ∈ Lq(B(Y,R))

}
.

(iii) For Y ∈ Ω and ϕ ∈ C∞c (Ω),∫∫
Ω
A∇Xg(X,Y )∇ϕ(X) dX = ϕ(Y ).

In particular, g(·, Y ) is a solution of Lu = 0 in Ω\{Y }.
(iv) For r > 0, Y ∈ Ω, and ε > 0,

∫∫
Ω\B(Y,r)

|∇Xg(X,Y )|2 dm(X) ≤


Cr1−d, if 4r ≥ δ(Y ),

Cr2−n

w(Y ) , if 2r ≤ δ(Y ), n ≥ 3,

Cε
w(Y )

(
δ(Y )
r

)ε
, if 2r ≤ δ(Y ), n = 2,

where C > 0 depends on d, n, Cd, CA, and Cε > 0 depends on d,Cd, CA, ε.
(v) For X,Y ∈ Ω such that X 6= Y and ε > 0,

0 ≤ g(X,Y ) ≤


C|X − Y |1−d, if 4|X − Y | ≥ δ(Y ),
C|X−Y |2−n

w(Y ) , if 2|X − Y | ≤ δ(Y ), n ≥ 3,

Cε
w(Y )

(
δ(Y )
|X−Y |

)ε
, if 2|X − Y | ≤ δ(Y ), n = 2,

where C > 0 depends on d, n, Cd, CA, and Cε > 0 depends on d,Cd, CA, ε.

The next result is the representation formula given by the Green’s function.
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Lemma 2.7.8 (Green representation formula, Lemma 10.7 of [DFM19b]). Let g : Ω ×
Ω→ R∪{+∞} be the non-negative function constructed in Lemma 2.7.7. Then, for any
f ∈ C∞c (Ω), the function u defined by u(X) =

∫
Ω g(X,Y )f(Y ) dY belongs toW0 and

is a solution of Lu = f in the sense that the identity∫
Ω
A∇u · ∇ϕ =

∫
Ω
A∇u · ∇ϕdm =

∫
Ω
fϕ

holds for every ϕ ∈W0.

If A is a matrix satisfying (2.7.1), then its transpose AT also satisfies (2.7.1). We
denote LT = −divAT∇, and gT is the Green’s function of Lemma 2.7.7 for the operator
LT . Lemma 10.6 of [DFM19b] tells us that

g(X,Y ) = gT (Y,X), for all X,Y ∈ Ω, X 6= Y. (2.7.9)

We now use Green’s functions for a representation formula concerning the difference
of two solutions. A proof of it in the setting of co-dimension 1 chord-arc domains may be
found in [CHM19] (more specifically, see their Lemma 3.12-Lemma 3.20), and its proof
in our setting is essentially the same (see Remark 2.2.11), given that our Green’s function
in Lemma 2.7.7 satisfies the properties analogous to those of the pioneering construction
in [GW82]. Thus we omit the details of the proof, but we do provide a heuristic that
formally justifies the desired identity.

Lemma 2.7.10 (Difference of solutions, [CHM19] Lemma 3.18). Suppose that A0, A1

are two matrices satisfying (2.7.1). Let L0 = −divA0∇, L1 = −divA1∇, and
let E be a Borel set in Γ. Suppose that ui ∈ W solves Liui = 0 in Ω and that
Tu0 = Tu1 = f ∈ H

1
2 (Γ) ∩ Cc(Γ). Then the identity

u1(X)− u0(X) =

∫∫
Ω

(A0 −A1)T (Y )∇Y gTL1
(Y,X)∇u0(Y ) dY, (2.7.11)

holds for almost every X ∈ Ω, and for all X ∈ Ω\supp (A0 −A1).

Heuristic for the proof. Let F := u1 − u0, and observe that L1F = L1u1 − L1u0 =
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−L1u0. On the other hand, L1u0 = −divA1∇u0 = −div
(
(A1−A0)∇u0). Therefore,∫∫

Ω
A1∇F∇ϕ =

∫∫
Ω

(A0 −A1)∇u0∇ϕ, ϕ ∈ C∞c (Ω).

Equivalently,∫∫
Ω
AT1∇ϕ∇F =

∫∫
Ω

(A0 −A1)T∇ϕ∇u0, ϕ ∈ C∞c (Ω). (2.7.12)

Then, formally plugging in ϕ = gTL1
(·, X) and using the fact that LT1 gTL1

(·, X) = δX ,
we obtain the desired result. The main issue with our logic is that in general we are
not justified in plugging in gTL1

(·, X) for ϕ, because gTL1
(·, X) may not belong to W0.

However, we do point out that if X ∈ Ω\supp (A0 −A1) (which, incidentally, is always
the situation in this chapter), then we can make sense of ϕ = gTL1 in the right-hand side
of (2.7.12), and this realization implies the claimed identity over any such X . �

2.7.1 The elliptic measure in a domain with boundary of high co-dimension

In [DFM19b], the Dirichlet problem{
Lu = 0 in Ω,

u = f on Γ,
(2.7.13)

was seen to have a suitably interpreted weak solution. Moreover, it was shown that there
exists a family of positive regular Borel measures ωX on Γ indexed over X ∈ Ω, called
the elliptic measure, such that for any boundary function f ∈ C0

c (Γ), the solution to
(2.7.13) can be written as

u(X) :=

∫
Γ
f dωX . (2.7.14)

Here,Cc(Γ) is the space of continuous functions on Γ with compact support. Let us write
the precise statement below. Let C(Rn) be the space of continuous functions on Rn.

Lemma 2.7.15 (Lemma 9.4 of [DFM19b]). There exists a bounded linear operator

U : Cc(Γ)→ C(Rn)

such that, for every f ∈ Cc(Γ),
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(i) the restriction of Uf to Γ is f ;
(ii) we have that supRn Uf = supΓ f and infRn Uf = infΓ f ;
(iii) we have that Uf ∈Wr(Ω) and Uf solves L(Uf) = 0 in Ω;
(iv) if B is a ball centered on Γ and f ≡ 0 in B, then Uf lies inWr(B);
(v) if f ∈ Cc(Γ) ∩H , then Uf ∈ W , and Uf is the unique solution of the Dirichlet

problem with data f .

Lemma 2.7.16 (Harmonic measure; Lemmas 9.5 and 9.6 of [DFM19b]). There exists a
unique positive regular Borel measure ωX on Γ such that Uf(X) =

∫
Γ f(y) dωX(y) for

any f ∈ Cc(Γ). Besides, for any Borel set E ⊂ Γ,

ωX(E) = sup{ωX(K) : E ⊃ K,K compact} = inf{ωX(V ) : E ⊂ V, V open}.

Moreover, for each X ∈ Ω, ωX is a probability measure. That is, ωX(Γ) = 1.

We now record some results on the elliptic measure, proved mostly in [DFM19b].
The first lemma below tells us qualitatively how the family of elliptic measures behaves
over X ∈ Ω.

Lemma 2.7.17 (Lemma 9.7 of [DFM19b]). Let E ⊆ Γ be a Borel set and define the
function uE on Ω by uE(X) = ωX(E). Then

(i) if there exists X ∈ Ω such that uE(X) = 0, then uE ≡ 0;
(ii) the function uE lies inWr(Ω) and is a solution in Ω;
(iii) if B ⊆ Rn is a ball such that E ∩ B = ∅, then uE ∈ Wr(B) and TuE = 0 on

Γ ∩B.

The next lemma allows us to control from below the elliptic measure on a surface ball
by the Green function in certain settings.

Lemma 2.7.18 (Green’s function and the elliptic measure, Lemma 11.9 of [DFM19b]).
Let x0 ∈ Γ and r > 0 be given, and set X0 ∈ Ω to be a Corkscrew point for ∆(x0, r)

given by Lemma 2.2.8. Then for all X ∈ Ω\B(X0, δ(X0)/4),

rd−1g(X,X0) ≤ CωX(B(x0, r) ∩ Γ), (2.7.19)

where C > 0 depends only on d, n, Cd and CA.
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The following lemma gives non-degeneracy of the elliptic measure.

Lemma 2.7.20 (Quantitative non-vanishing, Lemma 11.10 of [DFM19b]). Let α > 1,
x0 ∈ Γ, and r > 0 be given, and let X0 ∈ Ω be a Corkscrew point for ∆(x0, r). Then

ωX(B(x0, r) ∩ Γ) ≥ C−1
α for X ∈ B(x0, r/α),

ωX(B(x0, r) ∩ Γ) ≥ C−1
α for X ∈ B(X0, δ(X0)/α), (2.7.21)

where Cα > 0 depends only upon d, n, Cd, CA, and α.

Complementary to Lemma 2.7.18, we have

Lemma 2.7.22 (Lemma 11.11 of [DFM19b]). Let x0 ∈ Γ and r > 0 be given, and set
X0 ∈ Ω to be a Corkscrew point for ∆(x0, r). Then

ωX(B(x0, r) ∩ Γ) ≤ Crd−1g(X,X0) for X ∈ Ω\B(x0, 2r), (2.7.23)

where C > 0 depends only upon d, n, Cd, and CA.

Next, we have a doubling property of the elliptic measure on surface balls.

Lemma 2.7.24 (Harmonic measure is doubling, Lemma 11.12 of [DFM19b]). For x0 ∈
Γ, r > 0, and α > 1, we have that

ωX(B(x0, 2r) ∩ Γ) ≤ Cdoublingω
X(B(x0, r) ∩ Γ) for X ∈ Ω\B(x0, 2αr),

where Cdoubling > 0 depends only on n, d, Cd, CA, and α.

The doubling property of the elliptic measure and the elementary properties of the
dyadic cubes (recall Lemma 2.3.1) gives us the following corollaries.

Corollary 2.7.25. Let Q ∈ D, and recall that ∆Q := ∆(xQ, a0`(Q)) is the surface ball
which Q contains (see (2.3.6)). Then,

ωX(∆Q) ≤ ωX(Q) ≤ C
1+log2(

A0
a0

)

doubling ωX(∆Q), for each X ∈ Ω\B(xQ, 2A0`(Q)).

Corollary 2.7.26 (Harmonic measure is dyadically doubling). Fix Q0 ∈ D and X0 ∈
Ω\B(xQ0 , 3A0`(Q0)) (see Lemma 2.3.1 and (2.3.6)). Then ωX0 is a dyadically doubling
measure in Q0 (see Definition 2.3.11).
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Proof. This result follows easily from Lemma 2.3.12 and Lemma 2.7.24.

The following notion is fundamental in our analysis of the absolute continuity of the
elliptic measure.

Definition 2.7.27 (Poisson kernel). Fix X ∈ Ω, and suppose that ωXL � σ. Then we
denote by kXL =

dωXL
dσ the Radon-Nikodym derivative of ωXL with respect to σ, and refer

to it as the Poisson kernel.

We will concern ourselves with the quantitative absolute continuity of the elliptic
measure, but first we have to adapt the definitions of A∞ and RH for it to be meaningful
for the elliptic measures (as families of probability measures) that we consider here.
Compare the notions in the following definition to the notions in Definitions 2.2.13,
2.2.15, and 2.3.14.

Definition 2.7.28 (A∞, RHp, and dyadic analogues for elliptic measure). We say that
the elliptic measure {ωX}X∈Ω is of class A∞ with respect to the surface measure σ, or
simply ω ∈ A∞(σ), if for every ε > 0, there exists ξ = ξ(ε) > 0 such that for any surface
ball ∆, every surface ball ∆′ ⊆ ∆, and every Borel set E ⊂ ∆′, we have that

σ(E)

σ(∆′)
< ξ =⇒ ωX∆(E)

ωX∆(∆′)
< ε,

where X∆ is a Corkscrew point for ∆ as in Definition 2.2.7. Analogously, we say that
ω ∈ Adyadic

∞ if for each Q0 ∈ D and XQ0 a Corkscrew point for Q0 (see Section 2.3), we
have that ωXQ0 ∈ Adyadic

∞ (Q0) with uniform constants (see Definition 2.3.14).

Given p ∈ (1,∞), if ω � σ, then we say that {dωXdσ }X∈Ω is of class RHp, or
simply k = dω

dσ ∈ RHp, if there exists a constant C0 ≥ 1 such that for each surface ball
∆ = Γ ∩B(x, r) with a Corkscrew point X∆ ∈ Ω, we have the estimate

(
1

σ(∆′)

∫
∆′

(kX∆)p dσ
)1/p

≤ C0
1

σ(∆′)

∫
∆′
kX∆ dσ, for each surface ball ∆′ ⊆ ∆.

(2.7.29)
We call C0 the RHp characteristic of dω

dσ . Analogously, if ω � σ, we say that k =
dω
dσ ∈ RH

dyadic
p if for each Q0 ∈ D and XQ0 a Corkscrew point for Q0, we have that

kXQ0 ∈ RH
dyadic
p (Q0) with uniform RHp characteristic (see Definitions 2.2.15 and

2.3.14).

Next we state a global comparison principle for the elliptic measure.
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Lemma 2.7.30 (Change of poles, Lemma 11.16 of [DFM19b]). Let x0 ∈ Γ and r > 0 be
given, and letX0 ∈ Ω be a Corkscrew point for∆(x0, r). LetE,F ⊆ ∆0 := B(x0, r)∩Γ

be two Borel subsets of Γ such that both ωX0(E) and ωX0(F ) are positive. Then

C−1ω
X0(E)

ωX0(F )
≤ ωX(E)

ωX(F )
≤ Cω

X0(E)

ωX0(F )
, for X ∈ Ω\B(x0, 2r),

where C > 0 depends only on n, d, Cd, and CA. In particular, with the choice F =

B(x0, r) ∩ Γ,

C−1ωX0(E) ≤ ωX(E)

ωX(∆0)
≤ CωX0(E) for X ∈ Ω\B(x0, 2r), (2.7.31)

where again C > 0 depends only on n, d, Cd, and CA.

We will also need to use a comparison principle for locally-defined solutions.

Theorem 2.7.32 (Local comparison principle, Theorem 11.17 of [DFM19b]). Let x0 ∈ Γ

and r > 0 and letX0 ∈ Ω be a Corkscrew point for ∆(x0, r). Let u, v ∈Wr(B(x0, 2r))

be two non-negative, not identically zero, solutions of Lu = Lv = 0 in B(x0, 2r), such
that Tu = Tv = 0 on Γ ∩B(x0, 2r). Then

C−1u(X0)

v(X0)
≤ u(X)

v(X)
≤ Cu(X0)

v(X0)
for X ∈ Ω ∩B(x0, r),

where C > 0 depends only on n, d, Cd and CA.

Let us show that we also have a change of poles for the Poisson kernel.

Lemma 2.7.33 (Change of Poles for Poisson kernel). Let ∆ ⊂ ∆0 ⊂ Γ be surface balls
in Γ, and set X0, X to be Corskcrew points of ∆0,∆ respectively. If ω � σ then

kX(y) ≈ kX0(y)

ωX0(∆)
, for σ − a.e. y ∈ ∆.

Proof. Write ∆0 = B(x0, r0) ∩ Γ and ∆ = B(x, r) ∩ Γ. Let X ′0 be a Corkscrew point
for 4∆0. Then X ′0 /∈ B(x0, 2r0), and hence X ′0 /∈ B(x, 2r). By the Harnack chains we
have that ωX′0(E) ≈ ωX0(E), for any Borel E ⊂ ∆. We apply (2.7.31) to see that for
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any Borel E ⊂ ∆,

ωX(E) ≈ ωX
′
0(E)

ωX
′
0(∆)

≈ ωX0(E)

ωX0(∆)
.

The desired result now follows by the differentiation theorem and letting E ↘ y ∈ Q. �

The next lemma collects the results which allow us to compare elliptic measures (and
Green functions, incidentally) for operators which agree locally near a surface ball. We
remark in passing that the proof shown is based on the local comparison principle stated
above, but it is also possible to obtain the results in the following lemmawithout appealing
to the local comparison principle, by means of the identity (2.7.11), the properties of the
Green function, and the Caccioppoli inequality.

Lemma 2.7.34 (Comparison of elliptic measures near the boundary). Fix x ∈ Γ, r > 0,
let X0 be a Corkscrew point (with Corkscrew constant c < 1) for the surface ball
∆0 := ∆(x, r), and suppose that A0 and A1 are two matrices satisfying (2.7.1) and
A0 ≡ A1 in B(x, 4c−1r) ∩ Ω. Let L0 = −divA0∇ and L1 = −divA1∇. The
following statements hold.

(i) For each surface ball ∆′ ⊂ ∆0, we have that

1
Cω

X0
1 (∆′) ≤ ωX0

0 (∆′) ≤ CωX0
1 (∆′). (2.7.35)

(ii) The measures ωX0
1 and ωX0

0 are mutually absolutely continuous on ∆0.
(iii) If ωX0

0 |∆0 � σ|∆0 , then ω
X0
1 |∆0 � σ|∆0 , and k

X0
0 (y) ≈ kX0

1 (y), for σ−a.e.
y ∈ ∆0.

Proof. (i). Let X̃0 ∈ Ω be a Corkscrew point for ∆(x, 4c−1r), so that X̃0 ∈ Ω\B(x, 4r).
Note that since L0 ≡ L1 in B(x, 4r) ∩ Ω, then AT0 ≡ AT1 in B(x, 4r) ∩ Ω. As such,
we may apply Theorem 2.7.32 to the Green functions gT0 (·, X̃0) and gT1 (·, X̃0), to deduce
that

gT0 (X0, X̃0)

gT1 (X0, X̃0)
≈ gT0 (Y, X̃0)

gT1 (Y, X̃0)
, for every Y ∈ B(x, r) ∩ Ω. (2.7.36)

We now use (2.7.9), (2.7.19), and (2.7.23) to obtain that gTi (X0, X̃0) = gi(X̃0, X0) ≈
ω
X̃0
i (∆0)

rd−1 , i = 0, 1. By the Harnack inequality and Harnack chains we have that
ωX̃0
i (∆0) ≈ ωX0

i (∆0) ≈ 1, i = 0, 1, and thus using these last results in (2.7.36),
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we see that

gT0 (Y, X̃0) ≈ gT1 (Y, X̃0), for every Y ∈ B(x, r) ∩ Ω. (2.7.37)

Now fix a surface ball ∆′ = ∆(y, r′) ⊂ ∆0 and let Y ′ be a Corkscrew point for ∆′.
Then Y ′ ∈ B(x, r) ∩ Ω. Since we may write

gTi (Y ′, X̃0) = gi(X̃0, Y
′) ≈

ωX̃0
i (∆′)

r′d−1
, i = 0, 1,

then, using (2.7.37), we observe that ωX̃0
0 (∆′) ≈ ωX̃0

1 (∆′), and (2.7.35) immediately
follows.

(ii). Let us see that (2.7.35) implies the mutual absolute continuity of ωX∆
1 and ωX∆

0 ,
it suffices to use the (outer and inner) regularity of the measures, the Besicovitch covering
theorem [Bes45] applied to a bounded open set, and (2.7.35). More precisely, letE ⊆ ∆0

be a Borel set such that ωX0
0 (E) > 0. Then by the inner regularity of ωX0

0 , there exists a
compact setK ⊆ E such that ωX0

0 (K) ≈ ωX0
0 (E). To prove that ωX0

1 (E) > 0, it suffices
to show that ωX0

1 (K) > 0. Let V ⊆ ∆0 be an open set in the subspace topology of ∆0

such that V ⊃ K. Then we can write V = Γ ∩
(⋃

x∈V B(x, rx)
)
, for suitable finite

rx > 0. Let B := {B(x, rx)}. The latter is a Besicovitch covering of the bounded set V ,
and thus applying the Besicovitch covering theorem, we can write V = Γ∩

(
∪B∈B′ B

)
where B′ is a subcollection of B such that the balls intersect an at most uniformly finite
(depending only on n) number of times. Then we may use (2.7.35) to estimate ωX0

0 (K)

from above by ωX0
1 (V ) times a constant independent of V . Since this is true for any V ,

it follows by the outer regularity of ωX0
1 that ωX0

1 (K) > 0, which completes the proof of
(ii).

(iii). Since ωX0
0 |∆0 � σ|∆0 and we have seen that (ii) holds, then ωX0

1 |∆0 � σ|∆0

follows. Now fix y ∈ ∆0, and for each k ∈ N, let ∆k = ∆(y, rk) ⊂ ∆0 with rk ↘ 0 as
k →∞. According to (i), we may then write

ωX0
0 (∆k)

σ(∆k)
≈ ωX0

1 (∆k)

σ(∆k)
, for each k ∈ N and every y ∈0 .

Finally, we send k → ∞ in the above estimate, and due to the Lebesgue Differentiation
Theorem we arrive at the desired result. �
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The next technical result will be used in step 3 of the proof of Theorem 2.1.1 (Section
2.9.5). Morally, the lemma establishes a local equivalence of Poisson kernels on a cube
Q0 for operators whose matrices are equal in a “Carleson box” RQ0 (see (2.4.32). Since
our proof of Theorem 2.1.1 will use both global and local sawtooth domains ΩF and
ΩF ,Q0 (see (2.4.27), which do not coincide in general (because ΩF\ΩF ,Q0 could be
non-empty), we will resolve this residual issue within Lemma 2.7.38 by obtaining its
conclusion for matrices that agree on the smaller set S := RQ0\(ΩF\ΩF ,Q0). For the
purpose of the proof of Lemma 2.7.38, S behaves the same as RQ0 , because the portion
removed,RQ0∩ΩF\ΩF ,Q0 , consists of thin pieces anchored at the boundary ofRQ0\Q0,
and thus S retains ample access to the interior (in the subspace topology of Γ) of Q0.

Lemma 2.7.38 (Comparison of Poisson Kernels in a cube, Lemma 3.24 in [CHM19]).
FixQ0 ∈ D, letX0 ∈ Ω be a Corkscrew point (with Corkscrew constant c) for the surface
ball ∆(xQ0 , 10c−1√nA2`(Q0)), let F ⊂ Q0 be a disjoint family, and suppose that A0

and A1 are two matrices satisfying (2.7.1) and A0 ≡ A1 in RQ0\(ΩF\ΩF ,Q0) (see
(2.4.27) and (2.4.32)). Let L0 = −divA0∇ and L1 = −divA1∇. If the corresponding
elliptic measures ωX0

0 , ωX0
1 are absolutely continuous with respect to σ, then for each

t ∈ (0, 1) we have that

1

Ct
kX0

1 (y) ≤ kX0
0 (y) ≤ CtkX0

1 (y), for σ − almost every y ∈ Q0\ΣQ0,t,

and ΣQ0,t :=
{
x ∈ Q0 : dist(x,Γ\Q0) < t`(Q0)}.

Sketch of proof. The proof is essentially the same as in Lemma 3.24 of [CHM19] (see
Remark 2.2.11), except that our claim is slightly sharper by requiring that A0 ≡ A1 only
in RQ0\(ΩF\ΩF ,Q0) as opposed to in all of RQ0 . It turns out that this is enough: in
[CHM19], the authors coverQ0\ΣQ0,t with a uniformly finite (cardinality depending on t)
collection of surface balls {∆k = ∆(xk, rk)}k, and chosen such that xk and rk ≈t `(Q0)

verify the containmentBk∩Ω = B(xk, Crk)∩Ω ⊆ RQ0 , for some uniform large constant
C ≈ 1. Actually, their method of proof gives that if X ∈ Bk ∩ Ω and X ∈ I ∈ W , then
I ∈ WQ with Q ∈ DQ0 . Hence, if X ∈ ΩF ∩ Bk, then X ∈ ΩF ,Q0 . It follows that
(ΩF\ΩF ,Q0) ∩Bk = ∅, whence we have that Bk ⊂ RQ0\(ΩF\ΩF ,Q0). The rest of the
proof is elementary; one employs Lemma 2.7.34 and the fact that L0 = L1 in Bk to get
the desired result on each ∆k, and via Harnack Chains and the Harnack Inequality, one
can teleport (with constants depending on t) from a Corkscrew point for ∆k to the fixed
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point X0. �

Remark 2.7.39. The main reason why we require the slightly sharper version of this result
as opposed to in [HM12], [CHM19], is because we will decide to use our analogue of
the Dahlberg-Jerison-Kenig sawtooth lemma, Lemma 2.8.1, on the unbounded sawtooth
domain ΩF as opposed to the bounded sawtooth ΩF ,Q0 whose mixed-dimension elliptic
PDE theory we have not fully developed (although it would not be hard to make it work
given our theory in this chapter and in [DFM]; it would just be tedious rather than difficult).

We next see how to relate the solvability of the Dirichlet problem with the quantitative
absolute continuity of the elliptic measure. In the setting of co-dimension 1, the following
theorem has well-known analogues [Ken94].

Theorem 2.7.40 (Relationship between A∞ and the Dirichlet problem). Assume that Γ

is a closed d-ADR set with d ∈ [1, n − 1) not necessarily an integer. Suppose that the
matrix A satisfies (2.7.1), let L = −divA∇, let ω be the elliptic measure associated to
L, and let p, p′ ∈ (1,∞), 1

p + 1
p′ = 1. Then, the following statements are equivalent:

(a) For each f ∈ Cc(Γ), the solution to the Dirichlet problem u satisfies

‖Nu‖Lp′ (Γ) ≤ C‖f‖Lp′ (Γ), (2.7.41)

where Nu is the non-tangential maximal function and C is a uniform constant.
(b) We have that ω � σ and dω

dσ ∈ RHp (see Definition 2.7.28).
(c) We have that ω � σ, and there is a uniform constantC0 such that for every surface

ball ∆ = Γ ∩ B(x, r), there exists X∆ ∈ Ω, which is a Corkscrew point for ∆,
verifying the following scale-invariant Lp estimate:∫

∆
(kX∆)p dσ ≤ C0σ(∆)1−p. (2.7.42)

Proof. (a) =⇒ (b). Fix a surface ball ∆ = Γ ∩ B(x0, r) and X∆ ∈ Ω a Corkscrew
point for the surface ball ∆. Let X0 ∈ Ω\B(x0, 2r) be a Corkscrew point for the
surface ball 4∆, and immediately by Harnack Chains and the Harnack Inequality we
see that ωX0 ≈ ωX∆ , whence we need only prove the desired result with pole X0 as
opposed to X∆. We will show that ωX0 � σ on ∆ and that dωX0

dσ ∈ RHp(σ,∆) via the
characterization in Theorem 2.2.17 (vi). Owing to Lemma 2.7.17 (i), we have that for any
X ∈ Ω, ωX � ωX0 . Accordingly, for each X ∈ Ω let K (X, ·) = dωX

dωX0
be the Radon-
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Nikodym derivative (see [Fol99]). Since {ωX} is a family of probability measures, we
trivially have that K (X, ·) ∈ L1(Γ, ωX0), for each X ∈ Ω.

Now fix a non-negative f ∈ Cc(∆), and let u(Y ) :=
∫

Γ f dω
Y , for eachY ∈ Ω. We

claim that there exists a uniform constant C > 0 such that

(MωX0f)(x) := sup
∆(x,s)⊆∆

1

ωX0(∆(x, s))

∫
∆(x,s)

f dωX0

≤ C(Nu)(x), for each x ∈ ∆. (2.7.43)

Assume the claim for a moment. Then, since u is the solution to the Dirichlet problem
with data f and (2.7.41) holds, we have the estimate

‖MωX0f‖Lp′ (∆,σ) . ‖Nu‖Lp′ (∆,σ) ≤ ‖Nu‖Lp′ (Γ,σ) . ‖f‖Lp′ (Γ,σ) = ‖f‖Lp′ (∆,σ),

valid for each non-negative f ∈ Cc(∆). If f ∈ Lp
′
(∆, σ) is non-negative, we may

approximate it by Cc(∆) non-negative functions in a standard way, so that the estimate
‖MωX0f‖Lp′ (∆,σ) . ‖f‖Lp′ (∆,σ) is valid for all non-negative f ∈ Lp′(∆, σ). Conse-
quently, according to Theorem 2.2.17 (vi), we deduce that dωX0

dσ ∈ RHp(∆) with RHp

characteristic independent of ∆, as desired.

Thus we proceed to prove (2.7.43). Fix x ∈ ∆, α > 0, and X ∈ γα(x) such that
s := |X − x| satisfies ∆(x, s) ⊆ ∆. By definition of γα(x), we have that δ(X) ≤
s ≤ (1 + α)δ(X). Observe that by the non-negativity of f and the properties of the
Radon-Nikodym derivative,

u(X) ≥
∫

∆(x,s)
f dωX =

∫
∆(x,s)

fK (X, ·) dωX0 . (2.7.44)

SinceωX0 is a doublingmeasure on∆ (see Lemma 2.7.24), wemay use theDifferentiation
Theorem for doubling measures [Fol99] to obtain that for ωX0 − a.e. y ∈ ∆(x, s),

K (X, y) = lim
∆′↘y

1

ωX0(∆′)

∫
∆′

K (X, ·) dωX0 = lim
∆′↘y

ωX(∆′)

ωX0(∆′)
,

(here, ∆′ is a surface ball centered at y and contained in ∆(x, s)). Note that necessarily
we have X0 ∈ Ω\B(x, 2s). Denote by A∆(x,s) a Corkscrew point for ∆(x, s), and so
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from the Comparison Principle (2.7.31) we may conclude that

ωA∆(x,s)(∆′)

ωX0(∆′)
≈ 1

ωX0(∆(x, s))
, for all ∆′ ↘ y and all ∆(x, s) ⊆ ∆.

On the other hand, for any y ∈ ∆(x, s), 1
1+αs ≤ |X − y| ≤ 2s, which implies by the

Harnack chains that ωX(∆′) ≈ ωA∆(x,s)(∆′). Putting all these observations together
and back into (2.7.44), we deduce that (Nu)(x) & 1

ωX0 (∆(x,s))

∫
∆(x,s) f dω

X0 for each
x ∈ ∆ and each s > 0 such that ∆(x, s) ⊆ ∆. Since ∆(x, s) ⊆ ∆ is arbitrary, the claim
(2.7.43) follows.

(b) =⇒ (a). This is a consequence of Theorem 4.1 in [MZ19] (formally, they have
symmetric A, but this assumption can be dropped).

(b) =⇒ (c). By assumption we already have that ω � σ. Now fix ∆ ⊂ Γ andX∆ the
Corkscrew point for ∆ given by property (b) above. We apply (2.7.29) with ∆′ = ∆ to
get that

∫
∆(kX∆)p dσ ≤ Cp0σ(∆)1−pωX∆(∆)p ≤ Cσ(∆)1−p, where we used that ωX∆

is a probability measure. Hence (2.7.42) is established.

(c) =⇒ (b). By assumption we already have that ω � σ. Now fix a surface
ball ∆ ⊂ Γ and another surface ball ∆′ ⊆ ∆. According to (2.7.42) we have the

estimate
(

1
σ(∆′)

∫
∆′(k

X∆′ )p dσ
)1/p ≤ C

1
p

0
1

σ(∆′) . Next, we use Lemma 2.7.33 applied
with surface balls ∆,∆′ to obtain that there exists a uniform (in ∆,∆′) constant c̃ such
that kX∆′ ≥ c̃ kX∆

ωX∆ (∆′)
, σ−a.e. on ∆′. Putting these observations together, we deduce

that

( 1

σ(∆′)

∫
∆′

(kX∆)p dσ
)1/p

≤ C
1
p

0

c̃

1

σ(∆′)
ωX∆(∆′) =

C
1
p

0

c̃

1

σ(∆′)

∫
∆′
kX∆ dσ,

as desired. �

When (a) of the above theorem occurs we say that (D)p′ is solvable for L or that L
is solvable in Lp′ . In such case, for every f ∈ Lp′(Rd) there exists a unique u such that
Lu = 0 in Rn, (2.7.41) holds and u converges non-tangentially to f for σ−a.e. x ∈ Γ.

Remark 2.7.45 (Equivalence ofRHp andRHdyadic
p ). Suppose throughout this remark that

ω � σ. In Theorem 2.7.40, we saw that the condition (2.7.42) is equivalent to dω
dσ ∈ RHp.

Consider the following dyadic analogue of condition (2.7.42): For each Q ∈ D and for

110



XQ a Corkscrew point for Q, the estimate∫
Q

(kXQ)p dσ . σ(Q)1−p (2.7.46)

holds. Using Corollary 2.7.25 and the Harnack inequality to flexibly move the poles, it
is not difficult to see that the condition (2.7.46) is equivalent to (2.7.42). Of course, this
new condition (2.7.46) is also equivalent to the condition that dωdσ ∈ RH

dyadic
p . It follows

that dωdσ ∈ RHp is equivalent to dω
dσ ∈ RH

dyadic
p .

To end this section, we record the Lp-control of the square function by the non-
tangential maximal function under the assumption that the elliptic measure lies in A∞.

Theorem 2.7.47 (S < N ; Theorem 3.1 of [MZ19]). Suppose that d ∈ [1, n − 1) is
not necessarily an integer, Γ is d-ADR , and that A is a (not necessarily symmetric, see
Remark 2.7.48 below) matrix satisfying (2.7.1). Assume that for some p′ ∈ (1,∞), (D)p′

is solvable for L. Write u for the solution to the Dirichlet problem (D)p′ with data
f ∈ Lp′(Γ). Then, for all apertures α > 0 we have the estimate

‖Su‖Lp′ (Γ) . ‖f‖Lp′ (Γ),

where Su is given in Definition 2.2.19, and the implicit constants depend on n, d, Cd,
CA, α, and the RHp characteristic of k = dω/dσ (see Definition 2.7.28).

Remark 2.7.48. We remark that the previous theorem is stated in [MZ19] for symmetric
matrices and d ∈ N only, but in fact their method of proof generalizes to non-symmetric
matrices, mainly using (2.7.9), and to all d ∈ R, d ∈ [1, n − 1). For concreteness, the
fact that d ∈ N was never explicitly used in the proof (recall that the construction of the
dyadic cubes Lemma 2.3.1 works for all real d ∈ (0, n − 1)), and the symmetry of the
matrixA is used only in Step 3 of the proof of their Proposition 1.16, and explicitly arising
only in their calculation (3.78), where A = AT is used to maneuver the integration by
parts. However, we note that their functionG = G(X) in (3.78) really isG(XQ, X) (see
their estimate (3.73)), while G(XQ, X) = GT (X,XQ) by (2.7.9), and the latter is the
“correct” Green’s function for which the needed cancellation divATGT (·, XQ) = 0 will
hold in their (3.78) (of course, in the symmetric setting, there is no difference between
these Green’s functions). Thus, in the non-symmetric setting, the last two lines of their
calculation (3.78) read
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. . . =
1

2

∫∫
Rn
u2(X)AT (X)∇XG(XQ, X)∇ψN (X) dX

−
∫∫

Rn
u(X)G(XQ, X)A(X)∇u(X)∇ψN (X) dX =:

1

2
I − II.

One then uses the representation G(XQ, X) = GT (X,XQ) again while bound-
ing |I| and |II| (see their (3.79)-(3.81)) to exploit the fact that GT (·, XQ) solves
−divATG(·, XQ) = 0 in the fat sawtooth domain, so that one may use the Caccioppoli
inequality and the Harnack inequality as required. At the last step when bounding |I| and
|II|, we switch from GT (XI , XQ) to G(XQ, XI) and invoke Lemma 2.7.18 to obtain
the required control with ωL (and no dependence on ωLT ). As explained here, one re-
covers their full Proposition 1.16 in the non-symmetric case; the rest of the proof of their
Theorem 3.1 sees no obstacle from the non-symmetric point of view.

Remark 2.7.49. We note that Theorem 2.7.47 has content for all d ∈ [1, n− 2) with d not
necessarily an integer, and for all closed d-ADR unbounded Γ. Indeed, for any such Γ, we
consider the special operator LDEM of [DEM] Theorem 6.7, and recall that ωDEM � σ.
By Theorem 2.7.40, it follows that there exists p > 1 such that (D)p is solvable for LDEM.
We thus see that the hypotheses of Theorem 2.7.47 are verified for this operator, and
hence the control of the square function by the non-tangential maximal function holds.

2.8 The projection lemma for the dyadically-generated saw-
tooth

Having shown that the triple (ΩF ,m, σ?) satisfies the axioms (H1)-(H6) in Section 2.5,
we appeal to the elliptic PDE theory set forth in [DFM] to conclude that there is a elliptic
measure ω? on ∂ΩF associated to the operator L = −divA∇ whose matrix A satisfies
(2.7.1). This elliptic measure ω? on the sawtooth boundary ΩF enjoys many similar
properties to the elliptic measure on Γ which were reviewed in Subsection 2.7.1. In
particular, we note that ω? has the doubling property; that is, we have Lemma 2.7.24 with
Ω, Γ, and ω replaced by ΩF , ∂ΩF , and ω?, respectively (see Lemma 15.43 of [DFM]).

The following lemma is an analogue of the Dahlberg-Jerison-Kenig sawtooth lemma
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[DJK84]; it has already been shown in [DMb] in a similar setting, but we include its proof
here too for completeness.

Lemma 2.8.1 (Dyadic sawtooth lemma, global version). Suppose that Γ is a d-ADR set
with d ∈ (0, n− 1). Fix Q0 ∈ D, let F = {Qj}j ⊂ DQ0 be a family of pairwise disjoint
dyadic cubes, and let PF be the corresponding projection operator, as in (2.3.9). LetX0

be the Corkscrew point for Q0 with respect to both Ω and ΩF , whose existence is shown
in Proposition 2.4.41 and Corollary 2.4.42. Let A be a matrix of essentially bounded,
real coefficients satisfying the weighted ellipticity condition (2.7.1). Let ω = ωX0 and
ω? = ωX0

? denote the respective elliptic measures for the domains Ω and ΩF , with the
fixed pole X0 as above. Let µ = µX0 be the measure defined on Q0 as

µ(F ) = ω?
(
F\(∪jQj)

)
+
∑
Qj∈F

ω(F ∩Qj)
ω(Qj)

ω?(Pj), F ⊂ Q0, (2.8.2)

where Pj is the n−dimensional cube constructed in Proposition 2.4.44. Then PFµ
depends only on ω? and not on ω. More precisely,

PFµ(F ) = ω?
(
F\(∪jQj)

)
+
∑
Qj∈F

σ(F ∩Qj)
σ(Qj)

ω?(Pj), F ⊂ Q0. (2.8.3)

Moreover, there exists θ > 0 such that for all Q ∈ DQ0 and Borel F ⊂ Q, we have that

(PFω(F )

PFω(Q)

)θ
.
PFµ(F )

PFµ(Q)
.
PFω(F )

PFω(Q)
. (2.8.4)

Proof. We first verify that (2.8.3) holds. Let F ⊂ Q0 be a Borel set, and observe that

PFµ(F ) = µ
(
F\(∪jQj)

)
+
∑
Qj∈F

σ(F ∩Qj)
σ(Qj)

µ(Qj)

= ω?
(
F\(∪jQj)

)
+
∑
Qj∈F

σ(F ∩Qj)
σ(Qj)

∑
Qk∈F

ω(Qj ∩Qk)
ω(Qk)

ω?(Pk),

which implies (2.8.3) since F is a pairwise disjoint family.

We now show the right-hand side inequality in (2.8.4), so we fixQ ∈ DQ0 andF ⊂ Q.

113



First, suppose that there exists Qj ∈ F such that Q ⊂ Qj . In this case, we have that

PFµ(F )

PFµ(Q)
=

σ(F∩Qj)
σ(Qj)

ω?(Pj)

σ(Q∩Qj)
σ(Qj)

ω?(Pj)
=

σ(F∩Qj)
σ(Qj)

ω(Qj)

σ(Q∩Qj)
σ(Qj)

ω(Qj)
=
PFω(F )

PFω(Q)
.

Therefore, it remains to consider the case thatQ is not contained in anyQj ,Qj ∈ F ; in
this case, we have thatQ ∈ DF ,Q0 ⊂ DF , and that, ifQj ∩Q 6= ∅, thenQj ( Q. Let x?j
be the center of Pj and let rj ≈ `(Qj) be as in Notation 2.4.51, so that Pj ⊆ ∆?(x

?
j , rj).

Since `(Pj) ≈ `(Qj) ≈ rj , we have that

ωX0
? (Pj) ≥ ωX0

?

(
∆?(x

?
j , `(Pj)/2)

)
& ωX0

?

(
∆?(x

?
j , rj)

)
, (2.8.5)

where we used the doubling property of ωX0
? [DFM, Lemma 15.43] in the last estimate2.

Using (2.8.3), we have that

PFµ(Q) = ω?
(
Q\(∪jQj)

)
+

∑
Qj∈F ,Qj(Q

σ(Q ∩Qj)
σ(Qj)

ω?(Pj)

= ω?
(
Q\(∪jQj)

)
+

∑
Qj∈F ,Qj(Q

ω?(Pj) & ω?
(
Q\(∪jQj)

)
+

∑
Qj∈F ,Qj(Q

ω?
(
∆?(x

?
j , rj)

)
≥ ω?

((
Q ∩ ∂ΩF

)⋃ (⋃
Qj∈F ,Qj(Q ∆?(x

?
j , rj)

))
≥ ω?

(
∆Q
?

)
, (2.8.6)

where ∆Q
? is the surface ball in Proposition 2.4.53, in the third step we used (2.8.5), and in

the last line we used Proposition 2.4.53, and the doubling property of ω? and Propositions
2.4.35 and 2.4.40 to see that ω?(Q\(∪jQj)) = ω?(Q ∩ ∂ΩF ).

Now let XQ be the Corkscrew point (simultaneously for Ω and ΩF ) for the cube Q.
By the change of poles (Lemma 15.61 of [DFM]) and the doubling property of ω?, for

2Note that if `(Qj) ≈ `(Q0), it may happen that X0 ∈ B(x?j , 2rj), so that we cannot conclude
directly from [DFM, Lemma 15.43] the doubling property of ωX0

? on ∆?(x
?
j , rj). However, we can use the

comparison principle for elliptic measures [DFM, Lemma 15.61] and the non-degeneracy of elliptic measure
[DFM, Lemma 15.1] to see that ωX0

? ≈ ωX
′

? , where X ′ ∈ ΩF is a Corkscrew point for the surface ball
∆?(x

?
j , A`(Q0)) withA ≈ c−1 large enough so thatX ′ /∈ B(x?j , 2rj). Then [DFM, Lemma 15.43] applies

for ωX
′

? , and hence ωX0
? is also doubling on the desired surface ball.
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any Borel set H? ⊂ ∆?(yQ, r̂Q) (see Notation 2.4.51), we have that

ω
XQ
? (H?) ≈

ωX0
? (H?)

ωX0
? (∆?(yQ, r̂Q))

≈ ωX0
? (H?)

ωX0
? (∆Q

? )
,

where in the last step we have used the fact that both ∆?(yQ, r̂Q) and ∆Q
? have radius

comparable to `(Q), and that dist(∆Q
? , Q) . `(Q), so that we can compare both of these

surface balls to a bigger (with radius still equivalent to `(Q)) surface ball containing both
of them, and hence achieve the stated equivalence between these surface balls by using
the doubling property of ω? (and, if needed, Harnack Chains and Harnack Inequality).

Using this last result, (2.4.52), and (2.8.6), we see that

PFµ(F )

PFµ(Q)
.
ωX0
? (F\(∪jQj))
ωX0
? (∆Q

? )
+

∑
Qj∈F ,Qj⊆Q

σ(F ∩Qj)
σ(Qj)

ωX0
? (Pj)

ωX0
? (∆Q

? )

≈ ωXQ? (F\(∪jQj)) +
∑

Qj∈F ,Qj(Q

σ(F ∩Qj)
σ(Qj)

ω
XQ
? (Pj). (2.8.7)

Next, we claim that the estimates

ω
XQ
? (F\ ∪j Qj) . ωXQ(F\ ∪j Qj), ω

XQ
? (Pj) . ω

XQ(Qj) (2.8.8)

hold. Indeed, the first one follows immediately by the maximum principle (Lemma
12.8 in [DFM]) since ΩF ⊂ Ω. For the second estimate, let u(X) := ωX(Qj) and
u?(X) := ωX? (Pj), and we first note that ωX(Qj) ≈ 1 = u?(X) for each X ∈ Pj , by
(2.7.21) and the fact that dist(Pj , Qj) ≈ diamPj ≈ diamQj ≈ `(Qj). Since also we
have that u?(X) = 0 ≤ u(X) for each X ∈ ∂ΩF\Pj , we may thus apply again the
maximum principle to conclude that u?(XQ) . u(XQ), as desired.

Finally, from (2.8.7) and (2.8.8) we deduce that

PFµ(F )

PFµ(Q)
. ωXQ(F\(∪jQj)) +

∑
Qj∈F ,Qj(Q

σ(F ∩Qj)
σ(Qj)

ωXQ(Qj)

.
ωX0(F\(∪jQj))

ωX0(Q)
+

∑
Qj∈F ,Qj(Q

σ(F ∩Qj)
σ(Qj)

ωX0(Qj)

ωX0(Q)
=
PFω(F )

ω(Q)
=
PFω(F )

PFω(Q)
,

where in the second line we used the change of poles for ω (2.7.31), and in the last step

115



we used that PFω(Q) = ω(Q) (which follows from the definition of PF (2.3.10) and
the dyadic nature of Q and F = {Qj}). This ends the proof of the right-hand side of
(2.8.4). The left-hand side is obtained because PFω is dyadically doubling by Lemma
2.3.13, PFµ is dyadically doubling by Lemma 9.51 of [DMb] (whose argument is very
similar to that of Lemma B.2 from [HM14]; see our Remark 2.2.11), and Adyadic∞ is an
equivalence relationship among dyadically doubling measures (see Lemma 2.3.16). �

2.9 Proof of Theorem 2.1.1

In this section, we give the proof of Theorem 2.1.1; we mainly follow the outline in
[HM12]; see also [CHM19]. In a paragraph after Theorem 2.6.3, we briefly describe the
outline of how the extrapolation of Carleson measures allows us to prove Theorem 2.1.1.

Let A0, A be two matrices that satisfy (2.7.1), write A0 = w−1A0, A = w−1A,
and suppose that dλ(X) = a(X)2

δ(X)n−d
dX is a (continuous) Carleson measure, where a is

defined in (2.1.2). As in Lemma 2.6.6, the natural discretization of the Carleson measure
λ is the collection m = {αQ}Q∈D with

αQ =
∑
I∈WQ

supY ∈I∗ |E(Y )|2

`(I)n−d
|I|, Q ∈ D,

where E(Y ) = A(Y )−A0(Y ). Let L0 = −divA0∇, L = −divA∇, and let ω0, ω be
the elliptic measures of L0, L respectively.

Our program is to apply Theorem 2.6.3 to eventually obtain that ωL ∈ Adyadic
∞ (see

Definition 2.7.28). Of course, this will imply that ωL � σ and that dωLdσ ∈ RH
dyadic
q for

some q > 0, and by Remark 2.7.45, the latter is equivalent to dωL
dσ ∈ RHq, which in turn

means that ωL ∈ A∞.

Thus we ought to verify the hypotheses of Theorem 2.6.3. Fix Q0 ∈ D, and observe
that ‖m‖C(Q0) . |||λ|||C by Lemma 2.6.6. Given ξ > 0 small enough and to be chosen
later, we fix a disjoint family F = {Qj}j ∈ DQ0 that verifies the estimate (see Definition
2.6.2)

‖mF‖C(Q0) = sup
Q∈DQ0

m(DF ,Q)

σ(Q)
≤ ξ. (2.9.1)

Recall that RQ0 ⊂ B(xQ0 , 7
√
nA0`(Q0)) (see (2.4.32) and (2.4.30)). Let X0 ∈ Ω be a
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Corkscrew point (with Corkscrew constant c) for ∆(xQ0 , 10c−1√nA2`(Q0)). Then

|X0 − xQ0 | ≥ δ(X0) ≥ c10c−1√nA2`(Q0) = 10
√
nA2`(Q0),

which implies that X0 ∈ Ω\B(xQ0 , 10
√
nA2`(Q0)) ⊂ Ω\R∗∗Q0

⊂ Ω\RQ0 , where

R∗∗Q0
:= int

( ⋃
I∈RQ0

I∗∗
)
, I∗∗ = (1 + 2θ)I. (2.9.2)

Moreover, according to Corollary 2.7.26, we have that ωX0 is dyadically doubling in Q0,
while we also have that δ(X0) ≈ dist(X0, Q0) ≈ `(Q0).

We want to show that PFωX0
L satisfies (2.6.5), with uniform constants and with ωX0

L

in place of µ. Since L0 is solvable in some Lp′ , then by Theorem 2.7.40, ωX0
L0
� σ and

kX0
0 ∈ RHp(∆(xQ0 , A0`(Q0)) (with reverse Hölder characteristic independent of Q0).

2.9.1 Step 0: A qualitative reduction

We first make a reduction that allows us to conjure qualitative absolute continuity prop-
erties of the elliptic measure ωL.

Definition 2.9.3 (Tubes encasing the boundary). Fix τ > 0. By a τ−tube around Γ, we
mean the open set Γτ :=

{
X ∈ Ω : dist(X,Γ) < τ

}
.

We define Aτ as Aτ = A0 in the τ−tube Γτ , and Aτ = A in Rn\Γτ . In the next
steps we work with Lτ = −divAτ∇ in place of L. We note that the ellipticity of Aτ is
controlled by those of A and A0. The same is true of the condition on the disagreement
a.

Let us now exploit Lemma 2.7.34 to deduce absolute continuity properties of ωLτ ,
with dependence on τ .

Corollary 2.9.4 (Comparability of elliptic measures in tubes). Retain the notation above.
Then ωX0

τ � σ, and if τ is small enough depending on n, d, Cd only, then kX0
τ ∈

RHp(∆(xQ0 , A0`(Q0))), with the RHp characteristic depending on τ and `(Q0) (see
Definition 2.2.15).

We emphasize that this is a qualitative result (the dependence on τ and `(Q0) is
non-optimal) - see also related comments after the proof.
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Proof. Fix a surface ball ∆ = ∆(x0, r) with r ∈ (0, cτ4 ), and let X∆ be a Corkscrew
point for ∆. By Lemma 2.7.34, we have that ωX∆

0 is mutually absolutely continuous with
ωX∆
τ on ∆. Recall that for each i = 0, τ , ωX∆

i is mutually absolutely continuous with
ωX0
i . It follows that ωX∆

0 � σ on Γ, and therefore that ωX0
τ � ωX∆

τ � ωX∆
0 � σ on ∆.

Since ∆ ⊂ Γ was arbitrary, we have that ωX0
τ � σ on Γ.

Next, fix a surface ball ∆τ := ∆(x, cτ/4) with x ∈ ∆(xQ0 , 10c−1√nA2`(Q0)), and
let X∆τ be a Corkscrew point for ∆τ . Then Lemma 2.7.34 (iii) gives that kX∆τ

0 (y) ≈
k
X∆τ
τ (y) for σ−a.e. y ∈ ∆τ . Then the Harnack Chains and Harnack inequality guarantee

the estimates

kX0
τ (y) ≈τ k

X∆τ
τ (y) ≈ kX∆τ

0 (y) ≈τ kX0
0 (y), for σ − a.e. y ∈ ∆τ .

Since we may cover ∆(xQ0 , A0`(Q0)) by {∆τ} as above, it follows that kX0
τ (y) ≈τ

kX0
0 (y) for σ−a.e. y ∈ ∆(xQ0 , A0`(Q0)) ⊃ Q0. The desired result ensues. �

It follows that we may assume that all the elliptic measures ωτ = ωLτ are absolutely
continuous with respect to σ, and kX0

τ = kX0
Lτ
∈ RHp(Q0) with the RHp characteristic

depending on τ and `(Q0). The dependence on τ and `(Q0) will not be an issue because
these facts are used only qualitatively.

Therefore, in Step 1 below, we will have a priori that ωX0
τ � σ and that kX0

τ ∈
Lp(Q0, σ). We eventually establish a reverse Hölder inequality for kτ withRH exponent
and characteristic independent of τ and `(Q0). We will finally pass to the limit using
Lemma 2.9.22 below to conclude that ωL � σ and dωL

dσ ∈ RHq. This will in turn imply
as desired that L is solvable in Lq′ by Theorem 2.7.40.

2.9.2 Step 1: Exploit smallness of ‖mF‖C(Q0)

Introduce the operator L1 defined as L1 = Lτ in ΩF ,Q0 , and L1 = L0 in Ω\ΩF ,Q0 ,
where ΩF ,Q0 is defined in (2.4.29). We write ω1 for the elliptic measure associated
to the operator L1, and g1 for the Green function associated to L1. We have that
kX0

0 ∈ RHp(∆(xQ0 , A0`(Q0))), and in particular by Theorem 2.7.40, we have that

∫
Q0

(
kX0

0

)p
dσ ≤

∫
∆(xQ0

,A0`(Q0))

(
kX0

0

)p
dσ

. C0σ(∆(xQ0 , A0`(Q0)))1−p ≈ σ(Q0)1−p;
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thus, in summary, ∫
Q0

(
kX0

0

)p
dσ . σ(Q0)1−p. (2.9.5)

Our immediate goal in Step 1 is to show that (2.9.5) remains true when kX0
0 is replaced

by kX0
1 , the Poisson kernel for the operator L1 defined above.

Let f ≥ 0 be a continuous function supported on Q0, such that ‖f‖Lp′ (Q0,σ) = 1,
and let u0 and u1 be the corresponding solutions to the Dirichlet problems for L0 and
L1 with boundary data f . Set E1(Y ) = A1(Y ) − A0(Y ) = E(Y )1ΩF,Q0

(Y ), where
E(Y ) = Aτ (Y )−A0(Y ). Then, we may write

F1(X0) := |u1(X0)− u0(X0)| =
∣∣∣ ∫∫

Rn
∇Y gT1 (Y,X0)ET1 (Y )∇u0(Y ) dY

∣∣∣
≤
∫∫

ΩF,Q0

|∇Y g1(X0, Y )||E(Y )||∇u0(Y )| dY

≤
∑

Q∈DF,Q0

∑
I∈WQ

∫∫
I∗
|∇Y g1(X0, Y )||E(Y )||∇u0(Y )| dY

≤
∑

Q∈DF,Q0

∑
I∈WQ

( sup
Y ∈I∗

|E(Y )|)(
∫∫
I∗
|∇Y g1(X0, Y )|2 dY ) 1

2
(∫∫

I∗
|∇u0(Y )|2 dY ) 1

2 ,

(2.9.6)

where we have used (2.7.11) in the first line, and later Hölder’s inequality. By definition
of X0, we have that v(Y ) = g1(X0, Y ) = gT1 (Y,X0) is a non-negative solution of
LT1 v = 0 in R∗∗Q0

(since X0 /∈ R∗∗Q0
), where R∗∗Q0

is defined in (2.9.2). Hence, we can
apply Caccioppoli’s inequality (see [DFM19b, Lemma 8.6]) to obtain that∫∫

I∗
|∇Y g1(X0, Y )|2 dY . 1

`(I)−n+d+1

∫∫
I∗
|∇Y g1(X0, Y )|2w(Y ) dY

. `(I)−2 1

`(I)−n+d+1

∫∫
I∗∗
|g1(X0, Y )|2 dm ≈

∫∫
I∗∗

|g1(X0, Y )|2

δ(Y )2
dY, (2.9.7)

for any I ∈ WQ, Q ∈ DF ,Q0 . Fix such an I and Q. We have by the Harnack inequality
that g1(X0, Y ) ≈ g1(X0, XQ) for all Y ∈ I∗∗ and where XQ is a Corkscrew point for
Q. Then by Lemma 2.7.18, Lemma 2.7.22, and Corollary 2.7.25, for every Y ∈ I∗∗ we
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have that

g1(X0, Y )

δ(Y )
≈
g1(X0, XQ)

δ(XQ)
≈
ωX0

1

(
∆(xQ, a0`(Q))

)
`(Q)`(Q)d−1

≈ ωX0
1 (Q)

σ(Q)
. (2.9.8)

Putting together (2.9.7) and (2.9.8), we see that∫∫
I∗
|∇Y g1(X0, Y )|2 dY .

(ωX0
1 (Q)

σ(Q)

)2
|I|. (2.9.9)

Plugging (2.9.9) into (2.9.6), using the fact that

sup
Y ∈I∗

|E(Y )| ≈ `(I)1−(n−d) sup
Y ∈I∗

|E(Y )|,

and using the Cauchy-Schwartz inequality, we obtain that

F1(X0) .
∑

Q∈DF,Q0

∑
I∈WQ

`(I)1−n−d
2

ω
X0
1 (Q)
σ(Q)

(
supY ∈I∗ |E(Y )|2

`(I)n−d
|I|
) 1

2
(∫∫

I∗
|∇u0|2

) 1
2

.
∑

Q∈DF,Q0

( αQ
σ(Q)

) 1
2
σ(Q)

ωX0
1 (Q)

σ(Q)

(∫∫
UQ

|∇u0(X)|2δ(X)2−n dX
) 1

2

.
∑

Q∈DF,Q0

(
m(DF,Q)
σ(Q)

) 1
2

∫
Q

(
M(kX0

1 1Q0)
)
(x)
(∫∫

γQd (x)
|∇u0(X)|2δ(X)2−n dX

) 1
2
dx

. ‖mF‖
1
2

C(Q0)

∑
Q∈DF,Q0

∫
Q

(
M(kX0

1 1Q0)
)
(x)
(∫∫

γα1 (x)
|∇u0(X)|2δ(X)2−n dX

) 1
2
dx

. ‖mF‖
1
2

C(Q0)

∫
Γ

(
M(kX0

1 1Q0)
)
(x)
(
Sα1u0

)
(x) dx (2.9.10)

where in the second line we used that `(I) ≈ `(Q) for each I ∈ WQ, the definition of
αQ, and the bounded overlap of the dylated Whitney cubes I∗; in the third line we used
for each x ∈ Q the estimate

ωX0
1 (Q)

σ(Q)
=

1

σ(Q)

∫
Q
kX0

1 dσ .
1

∆(x,A0`(Q))

∫
∆(x,A0`(Q))

kX0
1 1Q0 dσ

≤
(
M(kX0

1 1Q0)
)
(x), for each x ∈ Q,

whereM = Mσ is the Hardy-Littlewood maximal function (2.2.18), in the fourth line we
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chose α1 so that γd(x) ⊂ γα1(x) for all x ∈ Γ (see (2.4.33)), and in the fifth line we used
the definition of the square function (Definition 2.2.19). Using (2.9.1), (2.9.10) and the
Hölder’s inequality, we furnish the estimate

F1(X0) . ξ
1
2 ‖M(kX0

1 1Q0)‖Lp(Γ,σ)‖Sα1u0‖Lp′ (Γ,σ) . ξ
1
2 ‖kX0

1 ‖Lp(Q0,σ),

where we have used Theorem 2.7.47 and that the trace of u0 is f . As such, we have that

|u1(X0)− u0(X0)| = F1(X0) . ξ
1
2 ‖kX0

1 ‖Lp(Q0,σ). (2.9.11)

We will now see that (2.9.11) implies the desired result. By Hölder’s inequality and the
definitions of u0, u1, f , (2.9.11) gives that∫

Q0

fkX0
1 dσ . ξ

1
2 ‖kX0

1 ‖Lp(Q0,σ) +

∫
Q0

fkX0
0 dσ

≤ ξ
1
2 ‖kX0

1 ‖Lp(Q0,σ) + ‖f‖Lp′ (Γ,σ)‖k
X0
0 ‖Lp(Q0,σ)

≤ ξ
1
2 ‖kX0

1 ‖Lp(Q0,σ) + ‖kX0
0 ‖Lp(Q0,σ).

Since the continuous functions are dense in Lp′(Γ, σ), by taking supremum over all
possible f as described earlier, we obtain that

‖kX0
1 ‖Lp(Q0,σ) . ξ

1
2 ‖kX0

1 ‖Lp(Q0,σ) + ‖kX0
0 ‖Lp(Q0,σ). (2.9.12)

It follows that as long as ξ
1
2 is small enough (depending only on the permissible constants),

we may hide the first term on the right-hand side of the above inequality to the left-hand
side; hence we get that ‖kX0

1 ‖Lp(Q0,σ) . ‖kX0
0 ‖Lp(Q0,σ). And hence, since kX0

0 satisfies
(2.9.5), we obtain that kX0

1 satisfies (2.9.5) as well, with the implicit constant independent
of τ and Q0.

2.9.3 Self-improvement of Step 1.

We currently have (2.9.5) for Q0; but let us see that we can extend (2.9.5) to obtain a
reverse Hölder estimate on every dyadic subcube of Q0.

Fix Q ∈ DQ0 . Let XQ be a Corkscrew point for ∆(xQ, 10c−1√nA2`(Q)), so that
XQ ∈ Ω\R∗∗Q (see the remarks about X0 following (2.9.1)). Define a new operator
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LQ1 = Lτ in ΩF ,Q and LQ1 = L0 otherwise in Ω\ΩF ,Q, and let kXQ

LQ1
denote the Poisson

kernel for LQ1 with pole at XQ. Given our proof above, it is easy to see that∫
Q

(kX
Q

LQ1
)p dσ ≤ C1σ(Q)1−p, (2.9.13)

for some C1 independent of Q (and τ ). Indeed, if Q ⊂ Qk for some Qk ∈ F then we
obtain that DF ,Q = ∅ so that ΩF ,Q = ∅ and so LQ1 ≡ L0 in Ω\Γ. In that case, (2.9.13)
holds by hypothesis. Otherwise, trivially we have that ‖mF‖C(Q) ≤ ‖mF‖C(Q0) ≤ ξ,
and consequently, if Q is not contained in any Qk ∈ F , then we may repeat the previous
argument with respect to Q, and we obtain (2.9.13) as before. This proves the claim.

Now, by the non-degeneracy of the elliptic measure we have that
∫
Q k

XQ

LQ1
dσ & 1, and

combining this estimate with (2.9.13) we obtain that

( 1

σ(Q)

∫
Q

(kX
Q

LQ1
)p dσ

) 1
p
.

1

σ(Q)

∫
Q
kX

Q

LQ1
dσ. (2.9.14)

Next, we want to pass from kX
Q

LQ1
to kXQ

L1
. Notice thatL1 ≡ LQ1 in (Ω\ΩF ,Q0)∪ΩF ,Q, and

observe that forBs = B(xQ, s) the ball in Lemma 2.4.38 (ii) for which `(Q) . s ≤ `(Q)

and (2.4.39) is satisfied, we have that

Bs ∩ Ω = Bs ∩
[
(Ω\ΩF ,Q0) ∪ ΩF ,Q0

]
=
(
Bs ∩ (Ω\ΩF ,Q0)

)
∪
(
Bs ∩ ΩF ,Q0

)
=
(
Bs ∩ (Ω\ΩF ,Q0)

)
∪
(
Bs ∩ ΩF ,Q

)
= Bs ∩

(
ΩF ,Q ∪ Ω\ΩF ,Q0

)
,

and hence L1 ≡ LQ1 inBs∩Ω. Therefore, using Lemma 2.7.34 we see that there exists ε̃,
1 . ε̃ ≤ 1 so that kXQ

1 (y) = kX
Q

L1
(y) ≈ kXQ

LQ1
(y), for σ−a.e. y ∈ ε̃∆Q = ∆(xQ, ε̃`(Q)).

We use this result, (2.9.14), and the doubling property Lemma 2.7.24 to deduce the
estimate

( 1

σ(ε̃∆Q)

∫
ε̃∆Q

(kX
Q

1 )p dσ
) 1
p ≤

( 1

σ(ε̃∆Q)

∫
Q

(kX
Q

LQ1
)p dσ

) 1
p

.
1

σ(ε̃∆Q)

∫
Q
kX

Q

LQ1
dσ ≤ 1

σ(ε̃∆Q

∫
∆(xQ,A0`(Q))

kX
Q

LQ1
dσ

.
1

σ(ε̃∆Q)

∫
ε̃∆Q

kX
Q

LQ1
dσ ≈ 1

σ(ε̃∆Q)

∫
ε̃∆Q

kX
Q

1 dσ.
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We can now change poles from XQ to X0 via Lemma 2.7.33 to obtain

( 1

σ(ε̃∆Q)

∫
ε̃∆Q

(kX0
1 )p dσ

) 1
p
.

1

σ(ε̃∆Q)

∫
ε̃∆Q

kX0
1 dσ, for each Q ∈ DQ0 .

Finally, we use Lemma 2.3.18 to furnish

Conclusion 2.9.15 (Step 1). We have that ωX0
1 ∈ Adyadic

∞ (Q0) uniformly in τ andQ0 (see
Definition 2.7.28). Hence we deduce that PFωX0

1 ∈ Adyadic
∞ (Q0) (uniformly in τ andQ0)

by Lemma 2.3.15.

2.9.4 Step 2: Hide the “bad” Carleson regions.

We define the operator L2 such that the disagreement with L1 lives roughly inside the
Carleson regions corresponding to the family F . More precisely, set

L2 =

{
Lτ , in RQ0\ΩF ,
L1, in Ω\(RQ0\ΩF ).

Note carefully that RQ0\ΩF ⊆ RQ0\ΩF ,Q0 , but the opposite containment does not hold
in general. Wewriteω1 = ωX0

L1
andω2 = ωX0

L2
for the corresponding elliptic measures (on

Γ) for L1 and L2 with fixed pole at X0. We also let ω?,1 = ωX0
?,1 and ω?,2 = ωX0

?,2 denote
the elliptic measures of L1 and L2 on ∂ΩF , the boundary of the dyadically-generated
sawtooth domain ΩF (see the beginning of Section 2.8). Note that ΩF ⊂ Ω\(RQ0\ΩF ),
whence L1 ≡ L2 in ΩF and consequently we have that ω?,1 ≡ ω?,2.

Next, we apply Lemma 2.8.1 to both L1 and L2 to deduce that for all Q ∈ DQ0 and
F ⊂ Q, the estimate (PFωi(F )

PFωi(Q)

)θi
.
PFµi(F )

PFµi(Q)
.
PFωi(F )

PFωi(Q)

holds for i = 1, 2, where PF is given in (2.3.10) and µi is defined in (2.8.2). Observe that
PFµ1 ≡ PFµ2 since ω?,1 ≡ ω?,2. Since Adyadic

∞ (Q0) defines an equivalence relationship
among dyadically doubling measures (which the projection measures PFµi are; see
Lemma 9.51 of [DMb] or Lemma B.2 of [HM14]), and since we showed in Step 1 that
PFω1 ∈ Adyadic

∞ (Q0), we obtain in this step that PFω2 ∈ Adyadic
∞ (Q0). For definiteness,

we have
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Conclusion 2.9.16 (Step 2). There exist θ, θ′ > 0 (independent of τ andQ0) such that for
all Q ∈ DQ0 and all Borel sets F ⊆ Q, we have the estimate

1

C

(σ(F )

σ(Q)

)θ
≤ PFω

X0
2 (F )

PFωX0
2 (Q)

≤ C
(σ(F )

σ(Q)

)θ′
with C uniform in τ and Q0.

2.9.5 Step 3: Extend outside the Carleson region of Q0

Observe that

Ω = ΩF ,Q0 ∪ (RQ0\ΩF ) ∪ (RQ0 ∩ ΩF\ΩF ,Q0) ∪ (Ω\RQ0).

We have successfully changed the operator from L0 to Lτ on ΩF ,Q0 ∪ (RQ0\ΩF ) in the
last two steps; it remains to change it in the set Ω̂ := (RQ0 ∩ ΩF\ΩF ,Q0) ∪ (Ω\RQ0).
Thus we define

L3 =

{
Lτ , in Ω̂,

L2, in Ω\Ω̂.

Hence, note that L3 is exactly Lτ in Ω, and L3 ≡ L2 in Ω\Ω̂ = RQ0\(ΩF\ΩF ,Q0). The
latter set has been discussed briefly in the remarks before Lemma 2.7.38. We will show
that (2.6.5) holds, so fix ε ∈ (0, 1) and take E ⊂ Q0 with σ(E)

σ(Q0) ≥ ε. In the case that
F = {Q0}, we have the trivial estimate

PFωX0
3 (E)

PFωX0
3 (Q0)

=

σ(E)
σ(Q0)ω

X0
3 (Q0)

σ(Q0)
σ(Q0)ω

X0
3 (Q0)

=
σ(E)

σ(Q0)
≥ ε.

We thus suppose that F ⊆ DQ0\{Q0}. For t � 1, recall that we define Σt = ΣQ0,t

in Lemma 2.7.38. Define Qt = Q0\
⋃
Q′∈It Q

′, where It = {Q′ ∈ DQ0 : t`(Q0) <

`(Q′) ≤ 2t`(Q0), Q′ ∩ Σt 6= ∅}. It is easy to see that Σt ⊂
⋃
Q′∈It Q

′ ⊂ ΣCt for C a
uniform constant. Then, for all t = t(ε) small enough, we have that

σ(Q0\Qt) ≤ σ(ΣCt) . A0(Ct)ζσ(Q0) ≤ ε

2
σ(Q0),
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where we have used Lemma 2.3.1 (vi). Letting F = E ∩ Qt, it follows that εσ(Q0) ≤
σ(E) ≤ σ(F ) + ε

2σ(Q0), and therefore σ(F )/σ(Q0) ≥ ε/2. Using the conclusion of
Step 2, we see that

PFωX0
2 (F )

PFωX0
2 (Q0)

&
( σ(F )

σ(Q0)

)θ
≥
(ε

2

)θ
.

Now we claim that PFωX0
3 (F ) ≥ cεPFωX0

2 (F ). The point of our argument is that the
region of discrepancy between A2 and A3 is uniformly far away (depending on t = t(ε))
from most of Q0, allowing us to compare the Poisson kernels of ω2 and ω3 in the set
F ⊆ E, which has been chosen so that it retains most of σ(E) while staying far from the
region of discrepancy between A2 and A3. Since L2 ≡ L3 in RQ0\(ΩF\ΩF ,Q0), then
we have by Lemma 2.7.38 that

kX0
2 (y) ≈t kX0

3 (y) for σ − almost every y ∈ Qt ⊂ Q0\Σt,

where the implicit constants depends on t and hence on ε. It is then the case that
ωX0

2 (F\(∪Qj∈FQj) ≈ ω
X0
3 (F\(∪Qj∈FQj)), and thus we observe the estimate

PFωX0
3 (F ) = ωX0

3 (F\(∪Qj∈FQj)) +
∑
Qj∈F

σ(F ∩Qj)
σ(Qj)

ωX0
3 (Qj)

≥ cεωX0
2 (F\(∪Qj∈FQj)) +

∑
Qj∈F

σ(F ∩Qj)
σ(Qj)

ωX0
3 (Qj). (2.9.17)

It remains to estimate the last term. We need only consider the cubes in F that meet F .
Let Qj ∈ F be such a cube. If Qj ⊂ Qt, then again by Lemma 2.7.38 we have that
ωX0

3 (Qj) ≥ cεω
X0
2 (Qj). Otherwise, Qj ∩ (Q0\Qt) 6= ∅, whence there exists Q′ ∈ It

such thatQ′ ( Qj (sinceQj∩Qt 6= ∅). Accordingly, `(Qj) > t`(Q0). Now let Q̃ ∈ DQj
be a dyadic descendant of Qj which contains xQj and verifying `(Q̃) = 2−M`(Qj) with
M = 2(1 + log2(A0a

−1
0 )) ≈ 1, so that `(Q̃) ≈ `(Qj). Let us see that Q̃ ⊂ Q0\Σa0t/2.

Indeed, choose x∗ ∈ Γ\Qj and y∗ ∈ Q̃ so that dist(Γ\Qj , Q̃) = |x∗ − y∗|, and reckon
that

dist(Γ\Q0, Q̃) ≥ dist(Γ\Qj , Q̃) = |x∗ − y∗| ≥ |x∗ − xQj | − |xQj − y∗|

≥ a0`(Qj)− diam Q̃ ≥ [a0 −A02−M ]`(Qj) >
a0
2 t`(Q0),

125



which does give our claim. We may then apply Lemma 2.7.38 one last time to see that
kX0

2 (y) ≈t kX0
3 (y) for σ−almost every y ∈ Q̃, and therefore ωX0

3 (Qj) ≥ ωX0
3 (Q̃) ≈ε

ωX0
2 (Q̃) & ωX0

2 (Qj), where we have used the doubling property of the elliptic measure
on the dyadic cubes. We now plug this result back into (2.9.17) to obtain that

PFωX0
3 (F )

≥ cεωX0
2 (F\(∪Qj∈FQj)) + cε

∑
Qj∈F

σ(F ∩Qj)
σ(Qj)

ωX0
2 (Qj) = cεPFωX0

2 (F ).

We have arrived at

Conclusion 2.9.18 (Step 3). There exists ξ > 0 for which the following statement holds:
given ε ∈ (0, 1), there is Cε <∞ such that for every Q0 ∈ D, if F = {Qj}j ⊂ DQ0 is a
disjoint family satisfying ‖mF‖C(Q0) < ξ, then for any Borel set F ⊂ Q0,

σ(F )

σ(Q0)
≥ ε =⇒

PFωX0
Lτ

(F )

PFωX0
Lτ

(Q0)
≥ 1

Cε
,

and Cε is uniform in τ .

2.9.6 Step 4: Fix the pole

The conclusion of Step 3 above almost looks like what is needed; but we ought to improve
it so that its conclusion holds for any cube Q ∈ DQ0 while keeping the pole X0 fixed.
Nevertheless, this is not difficult; the following result is immediate from the method of
proof in [HM12].

Proposition 2.9.19 (Proposition 4.25 of [CHM19]). There exists ξ > 0 for which the
following statement holds: given ε ∈ (0, 1), there is Cε <∞ such that for every Q0 ∈ D
and for all Q ∈ DQ0 , if F = {Qj}j ⊂ DQ is a disjoint family satisfying ‖mF‖C(Q) < ξ

(see Definition 2.6.2), then for any Borel set F ⊂ Q, we have that

σ(F )

σ(Q)
≥ ε =⇒

PFωX0
Lτ

(F )

PFωX0
Lτ

(Q)
≥ 1

Cε
,

withCε uniform in τ . Consequently, by the extrapolation of Carleson measures, Theorem
2.6.3, it follows that ωX0

τ ∈ A
dyadic
∞ (Q0) uniformly in τ and Q0. In particular, there
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exists 1 < q < ∞ such that kX0
τ ∈ RHdyadic

q (Q0) uniformly in Q0 ∈ D and τ > 0 (see
Definition 2.3.14). Therefore, kτ ∈ RHq with RHq characteristic independent of τ .

Proof. We let ξ be the constant from Conclusion 2.9.18. Fix ε ∈ (0, 1), Q0 ∈ D,
Q ∈ DQ0 , a disjoint family F = {Qj}j ⊂ DQ with ‖mF‖C(Q) < ξ, and a Borel set
F ⊂ Q verifying that σ(F ) ≥ εσ(Q). Then we may apply Conclusion 2.9.18 (with
Q0 = Q) to see that

PFω
XQ
Lτ

(F )

PFω
XQ
Lτ

(Q)
≥ 1

Cε
, (2.9.20)

where XQ is a Corkscrew point for the surface ball ∆̃Q := ∆(xQ, 10c−1√nA2`(Q)) ⊃
Q, and Cε is uniform in τ , Q0, and Q. To obtain our desired conclusion, we need only
move the poles from XQ to X0. Note that

PFω
XQ
Lτ

(F ) = ω
XQ
Lτ

(F\ ∪j Qj) +
∑
j

σ(F ∩Qj)
σ(Qj)

ω
XQ
Lτ

(Qj)

.
ωX0
Lτ

(F\ ∪j Qj)
ωX0
Lτ

(∆̃Q)
+
∑
j

σ(F ∩Qj)
σ(Qj)

ωX0
Lτ

(Qj)

ωX0
Lτ

(∆̃Q)
=
PFωX0

Lτ
(F )

ωX0
Lτ

(∆̃Q)
≤
PFωX0

Lτ
(F )

ωX0
Lτ

(Q)

=
PFωX0

Lτ
(F )

PFωX0
Lτ

(Q)
, (2.9.21)

where we used the definition of PF in the first line, in the second line we used the change
of poles for the elliptic measure (Lemma 2.7.30)3, the definition of PF , and the fact that
Q ⊂ ∆̃Q, while in the last line we used that PFωX0

Lτ
(Q) = ωX0

Lτ
(Q). On the other hand,

note that PFω
XQ
Lτ

= ω
XQ
Lτ

(Q) ≈ 1 owing to the doubling property of ωXQLτ on c
2∆̃Q

(Lemma 2.7.24) and the non-degeneracy of elliptic measure (Lemma 2.7.20). These
observations together yield that

PFωX0
Lτ

(F )

PFωX0
Lτ

(Q)
& PFω

XQ
Lτ

(F ) ≈
PFω

XQ
Lτ

(F )

PFω
XQ
Lτ

≥ 1

Cε
,

with uniform constants. This shows (2.9.20), which is the hypothesis (2.6.5) of Theorem
2.6.3 with µ = ωX0

Lτ
. Then, Theorem 2.6.3 allows us to conclude that ωX0

Lτ
∈ Adyadic

∞ (Q0)

3If X0 ∈ B(xQ, 20c−1√nA2`(Q)), then we may not directly apply Lemma 2.7.30. However, in this
case we have that `(Q) ≈ `(Q0), and sinceX0,XQ are Corkscrew points for ∆̃Q0 and ∆̃Q respectively, we
may still obtain the second line of (2.9.21) via Harnack Chains and the Harnack inequality.
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uniformly in τ and Q0. By the characterization of Adyadic
∞ written in Definition 2.3.14,

we may conclude that there exists q ∈ (1,∞) such that kX0
τ ∈ RHdyadic

q (Q0) uniformly
in τ andQ0. Lastly, by running over allQ0 ∈ D and using Remark 2.7.45, we obtain that
kτ ∈ RHq with RHq characteristic independent of τ , as desired. �

2.9.7 Step 5: Pass to the limit in τ

Proposition 2.9.19 is the desired conclusion for each operator Lτ , τ > 0, with RHq

characteristic independent of τ . We now ought to pass to the limit as τ → 0 and
argue that these quantitative absolute continuity properties are preserved. The required
technology is the following result.

Lemma 2.9.22 (Limiting lemma). LetA0,A be two matrices satisfying (2.7.1), and write
L0 = −divA0∇, L = −divA∇. For each τ ≥ 0 small enough, define Aτ = A0

in Γτ (see Definition 2.9.3) and Aτ = A in Rn\Γτ . Accordingly, define the operator
Lτ := −divAτ∇. Let {ωX0 }, {ωX}, {ωXτ } be the families of ellipticmeasures associated
to the operators L0, L, Lτ respectively. Assume that there exists q ∈ (1,∞) such that
dωLτ
dσ ∈ RHq with theRHq characteristic uniformly bounded in τ (see Definition 2.7.28).

Then ωL � σ and dωL
dσ ∈ RHq.

Proof. Fix the surface ball ∆0 ⊂ Γ, let X0 be a Corkscrew point for the ball ∆0, and
suppose that τ < δ(X0)/4. We first show that ωX0

τ ⇀ ωX0 on ∆0 as τ ↘ 0. Define the
functionals Φ and Φτ on Cc(∆0) by

Φ(f) =

∫
∆0

f dωX0 , Φτ (f) =

∫
∆0

f dωX0
τ , f ∈ Cc(Γ).

Let u (respectively, uτ ) be the unique solution to the Dirichlet problem Lu = 0 in
Ω, u|Γ = f (respectively, Luτ = 0 in Ω, uτ |Γ = f ). By (2.7.14), we have that
Φ(f) = u(X0), Φτ (f) = uτ (X0). In this setting, using an elementary approximation
argument, the Cauchy-Schwartz inequality, and Lemma 2.7.7 (iv), it is easy to show that
the identity (2.7.11) holds for all X ∈ Ω\Γ2τ , since the pole X0 lies far away from the
support of Aτ −A. Thus, according to Lemma 2.7.10, we may write

|Φ(f)−Φτ (f)| = |u(X0)−uτ (X0)| ≤
∣∣∣ ∫∫

Γτ

(A−Aτ )T (Y )∇Y gTτ (Y,X0)∇u(Y ) dY
∣∣∣
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≤ 2(CA + CA0)
(∫∫

Γτ

|∇Y gTτ (Y,X0)|2 dm(Y )
) 1

2
(∫∫

Γτ

|∇u(Y )|2 dm(Y )
) 1

2

.
(∫∫

Ω\B(X0,δ(X0)/2)
|∇Y gTτ (Y,X0)|2 dm(Y )

) 1
2
(∫∫

Γτ

|∇u(Y )|2 dm(Y )
) 1

2

. (δ(X0)/2)
1−d

2

(∫∫
Γτ

|∇u(Y )|2 dm(Y )
) 1

2

−→ 0 as τ → 0,

where we have employed Lemma 2.7.7 (iv), the fact that u ∈ W , and the absolute
continuity of the integral. We have shown that Φτ (f) −→ Φ(f), for all f ∈ Cc(∆0),
which gives the claimed weak convergence.

Now suppose that f ∈ Cc(∆0) and ‖f‖Lq′ (∆0,σ) = 1, where q′ is theHölder conjugate
of q. Since ωX0

τ ∈ RHq(∆0) uniformly in τ , then we have that (2.7.42) holds with ∆

replaced by ∆0 and X∆ replaced by X0. Consequently, we see that

|Φ(f)| =
∣∣∣ ∫

∆0

f dωX0

∣∣∣ =
∣∣∣ lim
τ→0

∫
∆0

f dωX0
τ

∣∣∣ ≤ sup
τ>0

∣∣∣ ∫
∆0

fkX0
τ dσ

∣∣∣
≤ sup

τ>0

(
‖kX0

τ ‖Lq(∆0,σ)‖f‖Lq′ (∆0,σ)

)
≤ C0σ(∆0)1−q.

It follows that Φ is a bounded linear functional on Lq′(∆0, σ). Hence we must have
that ωX0 � σ and kX0 = dωX0

dσ ∈ Lq(∆0, σ) satisfies the estimate (2.7.42), so that
kX0 ∈ RHq(∆0). Since ∆0 ⊂ Γ was arbitrary, we finally conclude that dωdσ ∈ RHq. �

Using the previous lemma in conjunction with Proposition 2.9.19 yields the desired
conclusion for the operator L and Theorem 2.1.1 is shown. �

2.10 Proof of Theorem 2.1.4

In this section, we give the proof of Theorem 2.1.4; in fact, the proof of this theorem is
very similar to but simpler than the proof of Theorem 2.1.1 in the previous section, as we
will not need to use the projection lemma, Lemma 2.8.1, nor the extrapolation theorem,
Theorem 2.6.3. As such, we mainly describe the set-up here and point out the differences
with the proof of Theorem 2.1.4.

Let A0, A be two matrices that satisfy (2.7.1), write A0 = w−1A0, A = w−1A, and
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suppose that dλ(X) = a(X)2

δ(X)n−d
dX is a (continuous) Carleson measure with |||λ|||C ≤ ε0,

where a is defined in (2.1.2) and ε0 is small and to be chosen later. As in Lemma 2.6.6,
the natural discretization of the Carleson measure λ is the collectionm = {αQ}Q∈D with
αQ as defined in (2.6.7). By Lemma 2.6.6, we see that

‖m‖C . ε0.

Let L0 = −divA0∇, L = −divA∇, and let ω0, ω be the elliptic measures of L0, L
respectively.

Fix Q0 ∈ D, and recall that RQ0 ⊂ B(xQ0 , 7
√
nA0`(Q0)) (see (2.4.30)). Let

B̂0 := B(xQ0 , 30c−1√nA2`(Q0)), (2.10.1)

and fix X0 ∈ Ω as a Corkscrew point (with Corkscrew constant c) for the surface ball
B̂0 ∩ Γ. Then X0 ∈ Ω\B(xQ0 , 30

√
nA2`(Q0)) ⊂ Ω\R∗∗Q0

⊂ Ω\RQ0 . Moreover,
according to Corollary 2.7.26, we have that ωX0 is dyadically doubling in Q0, while we
also have that δ(X0) ≈ dist(X0, Q0) ≈ `(Q0).

Since (D)p′ is solvable for L0, then by Theorem 2.7.40, we have that ωX0
L0

= ωX0
0 ∈

RHp(Q0) (with reverse Hölder characteristic independent of Q0).

Step 0. Owing to our assumptions and Theorem 2.1.1, we a priori have that ωL � σ.
However, we still ought to make the same qualitative reduction as in Step 0 of the proof
of Theorem 2.1.1, to guarantee the local Lp integrability of the Poisson kernel for the
fixed p in our hypothesis, which will be used in Step 1 below. Accordingly, we define Aτ
as Aτ = A0 in the τ−tube Γτ (see Definition 2.9.3), and Aτ = A in Rn\Γτ , and write

Lτ = −divAτ∇. Then kX0
τ =

dω
X0
Lτ
dσ ∈ L

p(Q0, σ) by Corollary 2.9.4. We will establish
the conclusion of Theorem 2.1.4 for Lτ first, at the end of Step 2 (with constants uniform
in τ ), and in Step 3 we pass to the limit as τ → 0 using Lemma 2.9.22, very similarly as
in Step 5 of the proof of Theorem 2.1.1.

Step 1: Exploit smallness of ‖m‖C . Introduce the operator L1 defined as L1 = Lτ

in B̂0 (see (2.10.1), and L1 = L0 in Ω\B̂0. We write ω1 for the elliptic measure
associated to the operator L1, and g1 for the Green function associated to L1. We have
that kX0

0 =
dω

X0
0
dσ ∈ RHp(Q0), and in particular by Theorem 2.7.40, Harnack Chains and
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the Harnack Inequality, we have that∫
Q0

(
kX0

0

)p
dσ . σ(Q0)1−p. (2.10.2)

Our immediate goal in Step 1 is to show that (2.10.2) remains true when kX0
0 is

replaced by kX0
1 , the Poisson kernel for the operator L1 defined above. The proof is

essentially the same as that of Step 1 in the previous section, where F = ∅ in our
situation. Following the proof of Step 1 of Theorem 2.1.1 up to (2.9.12), we are able to
show that

‖kX0
1 ‖Lp(Q0,σ) . ‖m‖

1
2
C ‖k

X0
1 ‖Lp(Q0,σ) + ‖kX0

0 ‖Lp(Q0,σ)

. ε
1
2
0 ‖k

X0
1 ‖Lp(Q0,σ) + ‖kX0

0 ‖Lp(Q0,σ), (2.10.3)

uniformly over τ and Q0, whence if ε0 is small enough, we can hide the first term in
the right-hand side of (2.10.3) to the left-hand side, and conclude that ‖kX0

1 ‖Lp(Q0,σ) .

‖kX0
0 ‖Lp(Q0,σ) uniformly over τ and Q0. This last estimate, together with (2.10.2), gives

the desired result of this step.

Conclusion 2.10.4 (Step 1). The estimate (2.10.2) holds with kX0
0 replaced by kX0

1 with
implicit constant independent of τ and Q0.

We remark that the smallness of ε0, used in (2.10.3), necessarily depends on the
implicit constant in Theorem 2.7.47 applied to the operator L0; hence, ε0 depends on the
RHp characteristic of k0.

Step 2: The desired result for Lτ , uniformly in τ . Now let L2 = Lτ in ΩB̂0

and L2 = L1 in B̂0 (see (2.10.1)). Note that L2 is exactly Lτ . According to our
choice of B̂0 and Lemma 2.7.34, we have that kX0

2 (y) ≈ kX0
1 (y) for σ−almost every

y ∈ B(xQ0 , 7
√
nA0`(Q0)) ⊃ Q0 (uniformly over τ and Q0). As such, we reckon the

estimate ∫
Q0

(kX0
2 )p dσ ≈

∫
Q0

(kX0
1 )p dσ . σ(Q0)1−p,

with implicit constants independent of τ and Q0. Let XQ0 ∈ Ω be a Corkscrew point
for Q0. Then by Lemma 2.7.33 and the doubling property of the elliptic measure,
we have that kX0

2 ≈ k
XQ0
2 for σ−almost every y ∈ Q0. Therefore, we conclude that∫

Q0
(k
XQ0
τ )p dσ . σ(Q0)1−p (with implicit constant independent of τ and Q0). Since

131



Q0 ∈ D was arbitrary, then the Poisson kernel kτ for the operator Lτ satisfies the
condition (2.7.46) in Remark 2.7.45. By this same remark, we know that then kτ satisfies
the condition (2.7.42) (with C0 independent of τ ), and finally by Theorem 2.7.40 we
obtain the desired conclusion for Lτ with no dependence on τ .

Conclusion 2.10.5 (Step 2). We have that ωτ � σ and kτ = dωτ
dσ ∈ RHp (see Definition

2.7.28) with RHp characteristic independent of τ .

Step 3: Pass to the limit in τ . Using the conclusion of the previous step and Lemma
2.9.22, we obtain that k = dωL

dσ ∈ RHp. Then we can use Theorem 2.7.40 to obtain that
the Dirichlet problem with Lp′ data is solvable, where p′ is the Hölder conjugate of p.
This finishes the proof of the theorem. �
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Chapter 3

Generalized Carleson perturbations
and applications

The research in this chapter was done in collaboration with J. Feneuil.

3.1 Introduction

In this section, we continue the introduction to this chapter, already begun in Section
1.2.2. Relevant literature review lies in Sections 1.3.4 and 1.3.5.

In this chapter, we study additive, scalar-multiplicative, and antisymmetric perturba-
tions of Carleson type for the Dirichlet problem for real second-order divergence-form
(possibly degenerate, not necessarily symmetric) elliptic operators on domains which
admit an elliptic PDE theory. We call such domains PDE friendly (see Section 3.2 for our
axioms and examples of PDE friendly domains). Roughly speaking, if L0 and L1 are two
elliptic operators on such a domain, we seek conditions on the relative structure of L1

to L0 that preserve certain “good estimates” for the Dirichlet problem. In particular, we
develop Carleson perturbations which allow for non-trivial differences at the boundary.
As we have already discussed in the historical survey the adjacent literature (particularly,
Sections 1.3.2, 1.3.4, and 1.3.5), and we have briefly motivated our results of this chapter
in Section 1.2.2, let us proceed immediately to the preliminaries and statements of our
main results.
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3.1.1 Main results

The domains which we consider are described fully in Section 3.2.1, but here let us give
a quick review. We assume that our domains Ω ⊂ Rn, n ≥ 2 are 1-sided NTA domains
(that is, they have the interior Corkscrew and the Harnack Chain properties, see Definition
3.2.8), and that they are paired with a positive doubling measure dm = w dX on Ω such
that w ∈ L1

loc(Ω, dX) and such that (Ω,m) has an L2−Poincaré inequality on interior
balls. The weight w is tailored to the study of the boundary of Ω. We ask our operators
L = −divA∇ to satisfy an elliptic and boundedness condition that matches the behavior
of w, that is, for almost every X ∈ Ω, we require the existence of CL > 0 such that

A(X)ξ · ξ ≥ (CL)−1w(X)|ξ|2 for ξ ∈ Rn, (3.1.1)

and
|A(X)ξ · ζ| ≤ CLw(X)|ξ||ζ| for ξ, ζ ∈ Rn. (3.1.2)

If we writeL as−div(wA∇), we can remove the dependence onw(X) in (3.1.3)–(3.1.4)
and recover the classical elliptic and boundedness conditions

A(X)ξ · ξ ≥ (CL)−1|ξ|2 for ξ ∈ Rn (3.1.3)

and
|A(X)ξ · ζ| ≤ CL|ξ||ζ| for ξ, ζ ∈ Rn. (3.1.4)

One may prefer to pick a second order operator L first, and then think of m as a way
to describe the degeneracies of L. In particular, the case where L is uniformly elliptic
and bounded in the classical sense means that m is the Lebesgue measure on Ω, and
vice versa. Finally, we assume that on our domains (Ω,m) there is a robust theory
for the “elliptic” operators in the sense of (3.1.1-3.1.2). The details of the theory that
we assume are laid out in Definition 3.2.10; in summary, we require boundary Hölder
continuity of solutions, the existence and uniqueness of doubling elliptic measures giving
the appropriate representation formula for solutions to the continuous Dirichlet problem,
and a weakly-defined Green’s function.

The domains (Ω,m) described above are denoted as PDE-friendly domains. We
mention several examples in Section 3.2.2, but a few of them are the 1-sided NTA
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domains satisfying the capacity density condition, the low-dimensional Ahlfors-David
regular domains of [DFM19b], and mixed-dimensional sawtooth domains as in [MP21].

In the rest of the chapter, for anyX ∈ Ω, δ(X) is given as in (2.2.5) and BX denotes
B(X, δ(X)/4). When x ∈ ∂Ω and r > 0, we write B(x, r) for the open ball in Rn

and ∆(x, r) for the boundary ball B(x, r) ∩ ∂Ω. Note that the radius r and center x of
a boundary ball are not necessary unique, but by a slight abuse of notation, a boundary
ball ∆ will mean either a triple (x, r,∆(x, r)), or just the set ∆(x, r). The truncated area
integral A and the non-tangential maximal function N are constructed as follows:

A r(f)(x) =
(∫∫

γr(x)
|f(X)|2 dm(X)

m(BX)

) 1
2 for r > 0, x ∈ ∂Ω, and f ∈ L2

loc(Ω,m)

(3.1.5)
and

N r(f)(x) = sup
γr(x)

|f | for r > 0, x ∈ ∂Ω, and f ∈ C(Ω),

where
γr(x) = {X ∈ Ω, |X − x| ≤ 2δ(X) ≤ 2r}.

Definition 3.1.6 (Doubling family of measures). We say that a family ω = {ωX}X∈Ω of
Borel measures is doubling if there exists a constant C > 0 such that for x ∈ ∂Ω, r > 0,
and X ∈ Ω \B(x, 4r), we have

ωX(B(x, 2r)) ≤ CωX(B(x, r)). (3.1.7)

The measure σ is doubling if (3.1.7) is verified with σ instead of ωX .

Below, we give a meaning to saying that an L2
loc(Ω,m) function satisfies a Carleson

measure property.

Definition 3.1.8 (Carleson measure condition). If ω = {ωX}X∈Ω is a doubling family
of measures on ∂Ω, we say that a function f ∈ L2

loc(Ω,m) satisfies the ω-Carleson
measure condition if there exists M > 0 such that for any x ∈ ∂Ω, any r > 0, and any
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X ∈ Ω\B(x, 2r)1, we have∫
∆(x,r)

|A r(f)(y)|2 dωX(y) ≤MωX(∆(x, r)). (3.1.9)

We write f ∈ KCM(ω) to say that f satisfies the ω-Carleson measure condition and
f ∈ KCM(ω,M) if we want to refer to the constant in (3.1.9). We will often useMf for
the smallest admissible constant in (3.1.9), and we call it the Carleson norm of f . If σ is
simply a measure on ∂Ω, the σ-Carleson measure condition means (3.1.9) where ωX is
replaced by σ. At last, we shall also need the following variant of the Carleson measure
condition. We say that

f ∈ KCM sup(ω,M) ifdef X 7→ sup
BX

|f | ∈ KCM(ω,M).

We note that, in settings where the Green function G(X,Y ) is defined and can
be compared to the elliptic measure (via a suitable estimate of the form (3.2.15)), our
condition (3.1.9) is equivalent to the finiteness of the expression

sup
r>0

sup
x∈∂Ω

sup
X∈Ω\B(x,2r)

1

ωX(∆(x, r))

∫∫
B(x,r)∩Ω

|f(Y )|2G(X,Y )

δ(Y )2
dm(Y ) (3.1.10)

via Fubini’s theorem. By comparing (3.1.10) to (1.3.9), we see that our Carleson measure
condition is a reformulation of analogue Carleson measure conditions considered in
[FKP91] and [AHMT]. Moreover, since A r ≤ A (where A is the area integral with no
truncation), our condition (3.1.9) readily captures the same results under (an analogue
of) the stronger L∞ assumption on the area integral (1.3.6); this last observation had
essentially been made already in [AHMT, Chapter 3].

Now, we define A∞−absolute continuity among doubling families of measures.

Definition 3.1.11 (A∞ for families ofmeasures). Ifω0 = {ωX0 }X∈Ω andω1 = {ωX1 }X∈Ω

are two doubling families of measures on ∂Ω, then we say that ω1 is A∞-absolutely
continuous with respect to ω0 - or ω1 ∈ A∞(ω0) for short - if, for any ξ > 0, there exists
ζ > 0 such that for any boundary ball ∆ := ∆(x, r), any X ∈ Ω\B(x, 2r), and any

1Note that if diam Ω < +∞ and r is large, then Ω\B(x, 2r) = ∅ and hence (3.1.9) is automatically
true (by convention). If diam ∂Ω < +∞ and r large, then Ω\B(x, 2r) 6= ∅ and this definition also makes
sense; if we want to weaken the definition to r ∈ (0, diam ∂Ω), then we fall in the situation presented in
Subsection 3.2.3.
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Borel set E ⊂ ∆, we have that

ωX1 (E)

ωX1 (∆)
< ζ implies

ωX0 (E)

ωX0 (∆)
< ξ. (3.1.12)

If σ0 or σ1 are measures, then we replace ωX0 by σ0 or/and ωX1 by σ1 in (3.1.12).

Our first main theorem links a bound on the oscillations of bounded solutions to
A∞. The result is the analogue in our setting of [CHMT20, Theorem 1.1 (a) =⇒ (b)] or
[KKPT16, Theorem 4.1].

Theorem 3.1.13 (Weak-BMO solvability implies A∞). Let (Ω,m) be a PDE friendly
domain (see Definition 3.2.10). Let L = −divA∇ be an elliptic operator satisfying
(3.1.1) and (3.1.2), and construct the elliptic measure ω := {ωX}X∈Ω as in (3.2.11). Let
σ be a doubling measure or doubling family of measures on ∂Ω.

If there existsM > 0 such that, for any Borel E ⊂ ∂Ω, the solution uE constructed
as uE(X) := ωX(E) satisfies

δ∇uE ∈ KCM(σ,M), (3.1.14)

then ω ∈ A∞(σ).

In fact, we prove stronger local analogues; see Lemma 3.4.1 and Corollary 3.4.3.

Our second main theorem states that Carleson perturbations of an elliptic operator
perserve the A∞-absolute continuity, via an S < N estimate. However, we give a much
broader sense to Carleson perturbations than what was found previously in the literature,
and that will be our contribution to the answer of Question 2 posed in Section 1.3.

Definition 3.1.15 (Generalized Carleson perturbations). Let L0 = −div(wA0∇) and
L1 = −div(wA1∇) be two operators satisfying (3.1.3)–(3.1.4), and let ω0 = {ωX0 }X∈Ω

be the elliptic measure of L0 constructed in (3.2.11).

We say that L1 is an additive Carleson perturbation of L0 if

|A1 −A0| ∈ KCMsup(ω0).

We say that L1 is a scalar-multiplicative Carleson perturbation of L0 if there exists a
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scalar function b such that C−1 ≤ b ≤ C for some C > 0 and

A1 = bA0, and δ|∇b| ∈ KCM(ω0).

The operator L1 is an antisymmetric Carleson perturbation of L0 if there exists a
bounded, antisymmetric matrix-valued function T such that

A1 = A0 + T , and δw−1|divwT | ∈ KCM(ω0) (3.1.16)

where div(T ) is the vector obtained by taking the divergence of each column of T . At
last, L1 is a (generalized) Carleson perturbation of L0 if there exists a matrix-valued
function C, a scalar function b, and an antisymmetric matrix-valued function T such that

|C| ∈ KCMsup(ω0), δ|∇b|+δw−1|div(wT )| ∈ KCM(ω0), andA1 = b(A0 +C+T ),

and the norm of the Carleson perturbation is the smallest value K > 0 such that
|C| ∈ KCMsup(ω0,K) and δ|∇b|/b+ δw−1|div(wT )| ∈ KCM(ω0,K).

Note that the additive Carleson perturbation is what was known as the Carleson
perturbation in earlier articles, and so we extended the notion of Carleson perturbation
to the ‘scalar-multiplicative’ and ‘antisymmetric’ perturbations. These last two types
of perturbation can be seen (at least formally) as drift Carleson perturbations via the
following well-known transformations:

L1 := −div(wbA0∇) = −bdiv(wA0∇)− w(A0)T∇b · ∇ = bL0 − w(A0)T∇b · ∇
(3.1.17)

and
L1 := −div(w[A0 + T ]∇) = L0 − div(wT ) · ∇. (3.1.18)

On the other hand, note that our perspective allows us to consider these perturbations
without a priori constructing an elliptic theory for operators with drift terms. The
scalar-multiplicative and antisymmetric perturbations are interesting because they are
perturbations that can significantly change the coefficients of the initial matrix A0 in
a neighborhood of the boundary. They also appeared naturally in previous works. In
[DMb] and [Fen], the authors proved that, when the boundary is a uniformly recti-
fiable set of dimension d < n − 1, the elliptic measure associated to the operators

138



Lβ = −div[Dβ]d+1−n∇ is A∞-absolutely continuous with respect to the d-dimensional
approach (see [DMb], [Fen] for the definitions of uniformly rectifiable andDβ); the proof
in [Fen] relies on the factLβ are scalar-multiplicative Carleson perturbations of each other.
Theorem 1.6 in [CHMT20] states a particular case of the following assertion, which is
an easy consequence of our Theorem 3.1.19 below: if L∗ is an antisymmetric Carleson
perturbation of L, then ωL∗ ∈ A∞(ωL), and the elliptic measure of the self-adjoint op-
erator Ls = (L + L∗)/2 belongs to the same A∞ class than ωL and ωL∗ . The idea of
taking Carleson perturbations in the drift term has also appeared before [HL01a,KP01],
but to the best of our knowledge, the present chapter is the first time that drift Carleson
perturbation are used to extend the class of transformations of the elliptic matrix A that
perserves the A∞-absolute continuity.

Theorem 3.1.19 (S < N is preserved by Carleson perturbations). Let (Ω,m) be a PDE
friendly domain (see Definition 3.2.10). Let L0 = −divwA0∇ and L1 = −divwA1∇
be two elliptic operators satisfying (3.1.3) and (3.1.4), and construct the elliptic measures
ω0 := {ωX0 }X∈Ω and ω1 := {ωX1 }X∈Ω as in (3.2.11).

If L1 is a (generalized) Carleson perturbation of L0, then for any x ∈ ∂Ω, any
r ∈ (0,diam Ω), any Corkscrew point X associated to (x, r), and any weak solution u
to L1u = 0, we have that∫

∆(x,r)
|A r(δ∇u)|2dωX0 ≤ C

∫
∆(x,2r)

|N2r(u)|2dωX0 , (3.1.20)

with a constant C > 0 that depends only on the dimension n, CL0 , CL1 , the norm of the
Carleson perturbation, and the constants in the PDE friendly properties of (Ω,m).

In particular, (3.1.14) holds with σ = ω0, and hence ω1 ∈ A∞(ω0).

Via different methods, a local S < N result (which works even in more general
Lq settings) has been obtained in [AHMT] for the 1-sided NTA domains satisfying the
capacity density condition. We could also obtain the same result from [AHMT] by
applying a good-λ argument to (3.1.20), but we do not need those bounds for the present
results.

It is well know that A∞ is an equivalence relationship (see [GR85a]), which means
that Theorem 3.1.19 would also hold if we assume that L0 is a Carleson perturbation of
L1 (which is a priori different from saying that L1 is a Carleson perturbation of L0, since
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the Carleson measure condition depends on the operator before perturbation). However,
by combining Theorem 3.1.19 with the theorem below, we obtain that our notion of
‘Carleson perturbations of elliptic operators’ is actually an equivalence relationship, as
expected.

Theorem 3.1.21 (A∞ implies transitivity ofCM ). Let (Ω,m) be a PDE friendly domain
(see Definition 3.2.10), and for i ∈ {0, 1}, let µi be either an elliptic measure [µi =

{ωXi }X∈Ω] or a doubling measure [µi = σi] on ∂Ω. If µ1 ∈ A∞(µ0), then

f ∈ KCM(µ0) if and only if f ∈ KCM(µ1), for each f ∈ L2
loc(Ω,m).

(3.1.22)

For a local analogue of the above result, see Lemma 3.3.30. We actually can prove a
characterization of A∞ via the property (3.1.22), see Corollary 3.1.25 below. Theorem
3.1.21 can be seen as analogue of the John-Nirenberg lemma (which is for BMO func-
tions) adapted to Carlesonmeasures andA∞ weights. The result is an extension to our set-
ting of [HMM, Lemma 3.8], which itself is amodification of John-Nirenberg type inequal-
ities proved in [HM09, Lemma 10.1], [AHLT01, Lemma 2.14], and [MMM20, Lemma
A.1], although our method of proof is different. Since the conditionKCM sup(ωi) is only
KCM(ωi) applied to a transformation of f , we have in particular that if ω1 ∈ A∞(ω0),
then f ∈ KCM sup(ω0) ⇔ f ∈ KCM sup(ω1). Lastly, see Lemma 3.3.30 for a local
version.

Let us emphasize that none of our proofs rely on the construction of sawtooth domains
on PDE friendly domains, nor do they rely on the extrapolation theory of Carleson
measures. Indeed, it is not clear to us that sawtooth domains of PDE friendly domains
are themselves PDE friendly. Even if they were, the construction of, and verification of
PDE friendly axioms on sawtooth domains of some rough domains are long and difficult
tasks [HM14,MP21]. Our method resembles loosely that of the recent paper [CHMT20],
where an analogue of Theorem 3.1.13 is used to extend the FKP (additive) perturbation
theory to the case of 1-sided chord-arc domains, but they also use sawtooth domains.

The rest of the chapter will be divided as follows. In the rest of the introduction, we
give some applications of our three theorems (Theorem 3.1.13, Theorem 3.1.19, Theorem
3.1.21). In Section 3.2, we present the assumptions for the PDE friendly domains and
examples of these domains. In Section 3.3, we recall the theory of A∞-weights that we
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need for our proof, and moreover, we prove Theorem 3.1.21. Section 3.4 and Section 3.5
are devoted to the proofs of Theorem 3.1.13 and Theorem 3.1.19, respectively.

3.1.2 Applications of main results

Let us present several implications of our theorems.

First, a straightforward consequence of Theorems 3.1.13, 3.1.19, and 3.1.21 is the
fact that if the elliptic measure ω0 is already A∞-absolutely continuous with respect to a
doubling measure σ, and L1 is a Carleson perturbation of L0, then the A∞(σ) absolute
continuity is transmitted to ω1. Thus, our results extend the FKP perturbation theory to
PDE friendly domains, and hence, to the domains verifying the axioms of [DFM].

Corollary 3.1.23 (An extension of the FKP perturbation result to PDEF domains). Let
(Ω,m) be a PDE friendly domain (see Definition 3.2.10), and let σ be a doubling measure
on ∂Ω. Consider an elliptic operator L0 := − div(wA0∇) such that ω0 ∈ A∞(σ).
Assume that the elliptic operator L1 := −div(wA1∇) is a Carleson perturbation of L0

in the sense that there exist a matrix C, a scalar b, and an antisymmetric matrix T such
that A1 = b(A0 + C + T ), and

|C| ∈ KCMsup(σ), and δ|∇b|+ δw−1|div(wT )| ∈ KCM(σ).

Then ω1 ∈ A∞(σ).

Proof. Since ω0 ∈ A∞(σ), Theorem 3.1.21 gives that L1 is a generalized Carleson
perturbation of L0, as given in Definition 3.1.15, hence as needed for Theorem 3.1.19.
Applying Theorem 3.1.19 and then Theorem 3.1.13 yields the desired ω1 ∈ A∞(σ).

Moreover, our theory gives

Corollary 3.1.24 (Equivalence of A∞ and weak-BMO−solvability). Let (Ω,m) be a
PDE friendly domain (see Definition 3.2.10). Let L and ω as in Theorem 3.1.13, and take
a doubling measure σ on ∂Ω. The following are equivalent:

(i) ω ∈ A∞(σ).
(ii) the Dirichlet problem to Lu = 0 is weak-BMO(σ) solvable; that is, there exists

M > 0 such that, for any BorelE ⊂ ∂Ω, the solution uE constructed as uE(X) :=
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ωX(E) satisfies
δ∇uE ∈ KCM(σ,M).

Proof. The implication (ii) ⇒ (i) is a consequence of Theorem 3.1.13. Since L is an
ω-Carleson perturbation of itself, (i)⇒ (ii) follows from Theorems 3.1.19 and 3.1.21. �

After the first version of this work was posted online [FP], we learned that Cao,
Domínguez, Martell, and Tradacete were about to finish an article (see [CDMT21]) with
a result similar to our Corollary 3.1.24, using roughly the same techniques as the ones we
used. They worked on the specific case of 1-sided NTA domains satisfying the capacity-
density condition, but they gave many more characterizations of the A∞ property of the
elliptic measure than us. In particular, they prove that the full BMO solvability, and the
S < N estimate in some Lq (with S the conical square function), are equivalent to the
A∞ property among elliptic measures. Note however that the main interest of [CDMT21]
differs from ours, in that they focused on criterions of A∞, while we were primarily
interested in extending the notion of Carleson perturbations that preserves A∞, an issue
which is not considered in [CDMT21].

Next, we show that our Theorems 3.1.13 and 3.1.19 yield a certain converse to
Theorem 3.1.21, which gives a new characterization of A∞ among elliptic measures, via
the transitivity of the Carleson measure property. This characterization ofA∞ seems new
to us, and it does not appear in [CDMT21] either.

Corollary 3.1.25 (A∞ is equivalent to transitivity of CM , for elliptic measures). Let
(Ω,m) be a PDE friendly domain (see Definition 3.2.10), and let {ωX0 }X∈Ω, {ωX1 }X∈Ω

be two elliptic measures on ∂Ω. Then, ω1 ∈ A∞(ω0) if and only if

f ∈ KCM(ω1) implies that f ∈ KCM(ω0), for each f ∈ L2
loc(Ω,m).

(3.1.26)

Proof. The “only if” direction is immediate from Theorem 3.1.21. Now suppose that
(3.1.26) holds. Let E ⊂ ∂Ω be an arbitrary Borel set, and write u1(X) := ωX1 (E). Note
that δ|∇u1| ∈ L2

loc(Ω,m). According to Theorem 3.1.19, we have (3.1.20), which implies
in particular that δ∇u1 ∈ KCM(ω1). By hypothesis, it follows that δ∇u1 ∈ KCM(ω0).
Since E was arbitrary, then Theorem 3.1.13 allows us to conclude that ω1 ∈ A∞(ω0). �

It seems to us that Corollary 3.1.25 has not been known even in the classical settings
of the half-space or the unit ball. It is not clear that the FKP characterization of (classical)
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A∞ via a Carleson measure condition (1.3.8) immediately implies a suitable analogue
of our Corollary 3.1.25. On the other hand, we emphasize that our characterization is
proved only among elliptic measures; whether Corollary 3.1.25 holds for general doubling
measures is an open question, even in the case of the half-space.

We also remark that the scalar-multiplicative Carleson perturbations contain the scalar
subclass of Dahlberg-Kenig-Pipher operators (A1)-(A2). More precisely, it is easy to see
that if A = bI is a matrix satisfying the ellipticity and boundedness conditions (1.1.4)
and the DKP conditions (A1)-(A2), then b verifies the assumptions

C−1 ≤ b ≤ C, and δ∇b ∈ KCM(σ), (3.1.27)

where σ is the surface measure; and on the other hand, if b verifies (3.1.27), then A = bI

satisfies (A2). By seeing this subclass as a scalar-multiplicative perturbation from the
Laplacian −∆, we are able to obtain, for instance, alternate proofs of difficult results
for the scalar subclass of DKP operators, which have recently been shown for the full
generality of DKP operators. As a matter of fact, our result for the scalar operators goes
slightly beyond that of the DKP operators, as we do not have to assume the boundedness
condition on the gradient (A1). Pointedly, consider

Corollary 3.1.28 (A free boundary result for scalar DKP operators). Let Ω ⊂ Rn,
n ≥ 3, be a uniform (that is, 1-sided NTA) domain with (n− 1)−Ahlfors-David regular
boundary (see Definition 3.2.17), and set σ = Hn−1|∂Ω. Let b be a function onΩ verifying
C−1 ≤ b ≤ C and δ∇b ∈ KCM(σ). Then the following are equivalent.

(i) The elliptic measure ωL associated with the operator L = −div b∇ is A∞ with
respect to σ.

(ii) ∂Ω is uniformly rectifiable.
(iii) Ω is a chord-arc domain.

Sketch of proof. For definitions of uniform rectifiability and chord-arc domain, see for
instance [HMM+b]. For L ≡ −∆, then the above equivalences are known [AHM+17,
AHM+]; in particular, (ii) and (iii) are equivalent, and either imply (i) with L = −∆.

We show (i) =⇒ (ii); the converse has a similar proof. Say that L = −div b∇ and b
has the described properties, and suppose that ωL ∈ A∞(σ). Then b−1 also has the same
properties as b; that is, C−1 ≤ 1

b ≤ C and |δ∇(1/b)| = δ∇(b)/b2 ∈ KCM(σ). Since
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−∆ = −div(b−1b∇), then−∆ is a scalar-multiplicative Carleson perturbation ofL, and
by Corollary 3.1.23 it follows that ω−∆ ∈ A∞(σ). Thus we have that ∂Ω is uniformly
rectifiable. �

It is clear that Corollary 3.1.28 also holds with L being any generalized Carleson
perturbation from −∆. The above result for functions b which also verify that δ∇b ∈
L∞(Ω) is a particular case of the recent free boundary result for the DKP operators
shown by Hofmann-Martell-Mayboroda-Toro-Zhao [HMM+a, HMM+b]; our method
of Carleson perturbations allows us to dispense with the aforementioned boundedness
condition.

Finally, let us consider an application of our theory to the study of elliptic measures
on purely unrectifiable sets2. Let K be the Garnett-Ivanov Cantor set [Gar72, Iva84],
also known as the 4-corner Cantor set, as defined in Section 3 of [DMa]. The set K is
1−Ahlfors-David regular with surface measure σ = H 1, and it is known to be purely
unrectifiable, and such that the harmonic measure ω−∆ and surface measure σ = H 1 are
mutually singular. In [DMa], G. David and S. Mayboroda constructed an elliptic operator
La = −div a∇ on Ω := B\K ⊂ R2 such that ωLa ∈ A∞(σ) on ∂Ω, whereB is the unit
ball in the plane centered at the origin (andK ⊂ B), and a is a certain scalar real-valued
function with 1/C ≤ a ≤ C in Ω. It is not hard to show that the domain Ω is a 1-sided
NTA domain (that is, it has interior Corkscrews and Harnack Chains). Hence (Ω,L 2) is
a PDE friendly domain, whence our perturbation theory applies. We can use our theory
to study certain a priori properties of the function a constructed in [DMa].

First, any elliptic operatorL = −divA∇which is a generalizedCarleson perturbation
ofLa verifies that ωL ∈ A∞(σ) by Corollary 3.1.233. On the other hand, since ω−∆ ⊥ σ,
it follows that the operator −∆ on Ω cannot be a generalized Carleson perturbation of
La; in particular, it cannot be a scalar-multiplicative Carleson perturbation. When we put
this realization together with Corollary 3.1.24 and Fubini’s theorem, we conclude that

sup
x∈K

sup
r∈(0,2)

1

σ(∆(x, r))

∫∫
B(x,r)

δ(Y )|∇a(Y )|2 dY = +∞.

In other words, the measure with density δ|∇a|2 is not a Carleson measure.

2The authors would like to thank Max Engelstein for pointing this application out.
3In the case of the classical additive Carleson perturbations, this consequence already follows from the

perturbation theory in [AHMT].
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3.2 Hypotheses and elliptic theory

Throughout, our ambient space is Rn, n ≥ 2.

3.2.1 PDE friendly domains

In this section we describe the PDE friendly domains and present several examples. First,
let us set up some background definitions. Let n ≥ 2 and Ω ⊂ Rn be open.

Definition 3.2.1 (The doubling measure m on the domain). For the remainder of the
chapter, we denote bym a measure on Ω that satisfies the following properties:

(i) The measure m is absolutely continuous with respect to the Lebesgue measure;
that is, there exists a non-negative weight w ∈ L1

loc(Ω) such that for each Borel set
E ⊂ Ω,m(E) =

∫∫
E w(X) dX .

(ii) The measurem is doubling, meaning that there is a constant Cm ≥ 1 such that

m(B(X, 2r) ∩ Ω) ≤ Cmm(B(X, r) ∩ Ω) for each X ∈ Ω and r > 0.

(3.2.2)
(iii) For any open set D compactly contained in Ω, and any sequence {ui}i ⊂ C∞(D)

verifying that
∫∫
D |ui| dm → 0 and

∫∫
D |∇ui − v|

2 dm → 0 as i → ∞, where v
is a vector-valued function in L2(D,m), we have that v ≡ 0.

(iv) We assume an L2−Poincaré inequality on interior balls: there exists CP such that
for any ball B satisfying 2B ⊂ Ω and any function u ∈W 1,2(B,m), one has

−−
∫∫
B
|u− uB|2 dm ≤ CP r

(
−−
∫∫
B
|∇u|2 dm

) 1
2
, (3.2.3)

where uB stands for −
∫
B u dm and r is the radius of B.

Let us briefly discuss our assumptions onm. The space L2
loc(Ω,m) is not necessarily

a space of distributions, meaning that we may not access the notion of a distributional
gradient. However, as in [HKM06] and [DFM], the assumption (iii) allows us to construct
a notion of gradient ∇ for functions in L2

loc(Ω,m), and then we let W 1,2
loc (Ω,m) be the

space of functions in L2
loc(Ω,m) whose gradient is also in L2

loc(Ω,m). It is in this sense
that we take the gradient in (3.2.3).
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Remark 3.2.4. As long as the weightw that definesm satisfies the slowly varying property

sup
B
w ≤ C inf

B
w for any ball B such that 2B ⊂ Ω, (3.2.5)

then L2(Ω,m) is a space of distributions, and the gradient on L2(Ω,m) is the gradient in
the sense of distribution. In addition, (3.2.3) is true. So as long as (3.2.5) is verified, we
just need to takem such that (3.2.2) is true.

From there, we can consider the operator L = −div(wA∇) that satisfies (3.1.3) and
(3.1.4). We say that u is a weak solution to Lu = 0 if u ∈W 1,2

loc (Ω,m) and satisfies∫∫
Ω
A∇u · ∇ϕdm = 0 for each ϕ ∈ C∞c (Ω).

We can deduce the Harnack inequality.

Lemma 3.2.6 (Harnack inequality, Theorem 11.35 in [DFM]). Let Ω ⊂ Rn andm be as
in Definition 3.2.1, and L = −div(wA∇) satisfy (3.1.3) and (3.1.4). If B is a ball such
that 2B ⊂ Ω, and if u ∈W 1,2

loc (Ω,m) is a non-negative solution to Lu = 0 in 2B. Then

sup
B
u ≤ C inf

B
u, (3.2.7)

where C depends only on n, Cm, CP , and CL.

Our results are about boundaries, more exactly measures and elliptic measures on the
boundary. So, in order to link solutions in Ω and properties of ∂Ω, we require the domain
Ω to have enough access to the boundary.

Definition 3.2.8 (1-sided NTA). We say that (Ω,m) is a 1-sided NTA domain if the
following two conditions holds.

Corkscrew point condition (quantitative openness). There exists c1 ∈ (0, 1)

such that for any x ∈ ∂Ω and any r ∈ (0,diam Ω) we can find X such that
B(X, c1r) ⊂ B(x, r) ∩ Ω.
For x ∈ ∂Ω and r > 0, we say thatX is a Corkscrew point associated to the couple
(x, r) if c1r/100 ≤ δ(X) ≤ |X − x| ≤ 100r.
Harnack chain condition (quantitative path-connectedness). For any Λ ≥ 1, there
exists NΛ such that if X,Y ∈ Ω satisfy δ(X) > r, δ(Y ) > r, and |X − Y | ≤ Λr,
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then we can find NΛ balls B1, . . . , BN such thatX ∈ B1, Y ∈ BNΛ
, 2Bi ⊂ Ω for

i ∈ {1, NΛ}, and Bi ∩Bi+1 ≥ 0 for i ∈ {1, NΛ − 1}.

Remark 3.2.9. In the Harnack chain condition, we can assume without loss of generality
thatX is the center of B1, that Y is the center of BNΛ

, and that 20Bi ⊂ Ω. We may have
to increase the value of NΛ but it will still be independent of X , Y , and r.

At last, for our results to hold, we need a nice elliptic theory. For the purpose of the
chapter, we shall state the results that we need here, and some geometric settings where
they hold.

Definition 3.2.10 (PDE friendly domains). We say that (Ω,m) is PDE friendly if Ω is
1-sided NTA, ifm is as in Definition 3.2.1, and if we have the following elliptic theory.

Let L = −div(wA∇) be any second order divergence order operator, where w is
the weight in Definition 3.2.1 and where A is matrix with measurable coefficients which
satisfies the ellipticity and boundedness conditions (3.1.3)–(3.1.4).

Existence and uniqueness of elliptic measure. There exist an elliptic measure
associated to L, which is the only family of probability measures ωL = {ωXL }X∈Ω

on ∂Ω such that, for any function f ∈ C∞c (Rn), the function uf constructed as

uf (X) =

∫
∂Ω
f(y)dωXL (y), for X ∈ Ω, (3.2.11)

is continuous on Ω, satisfies uf = f on ∂Ω, and is a weak solution to Lu = 0.
Doubling measure property. For x ∈ ∂Ω and r > 0, we have that

ωXL (∆(x, 2r)) ≤ CωXL (∆(x, r)) for X ∈ Ω \ 3B, (3.2.12)

where ∆(x, r) := B(x, r) ∩ ∂Ω, and C > 0 is independent of x, r, and X , and
depends on L only via CL.
Change of pole. Let x ∈ ∂Ω, r > 0, and X be a Corkscrew point associated to
(x, r). If E ⊂ ∆(x, r) is a Borel set, then

C−1ωXL (E) ≤
ωYL (E)

ωYL (∆(x, r))
≤ CωXL (E), for Y ∈ Ω \B(x, 2r), (3.2.13)

where C > 0 is independent of x, r, X , E and Y , and depends on L only via CL.
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Hölder regularity at the boundary. For any X ∈ Ω and any Borel set E ⊂ ∂Ω,
we have

ωXL (E) ≤ C
( δ(X)

dist(X,E)

)γ
. (3.2.14)

where C > 0 and γ ∈ (0, 1) are independent of X and E, and depend on L only
via CL.
Comparison with the Green function. Let X ∈ Ω, write r for δ(X)/2, and
take x ∈ ∂Ω such that |X − x| = 2r. That is, X is a Corkscrew point associated
to (x, 2r). There exists a weak solution G∗X to L∗u = −div(wAT∇) = 0 in
B(x, r) ∩ Ω such that if y ∈ ∆(x, r), s ∈ (0, r), and Y ∈ B(x, r) ∩ Ω is a
Corkscrew point associated to (y, s), we have

C−1m(B(y, s) ∩ Ω)

s2
G∗X(Y ) ≤ ωXL (∆(y, s)) ≤ Cm(B(y, s) ∩ Ω)

s2
G∗X(Y ).

(3.2.15)
where C > 0 is independent of X , y, s and Y , and depends on L only via CL.
Of course, when we write G∗X(Y ), we think of the Green function associated to
L∗ with pole at X . Indeed, in a setting where the notion of the Green function
has been developed, like in [DFM19b], we write g(X,Y ) for the Green function
associated to L with pole at Y , and we set G∗X(Y ) := g(X,Y ). In this case, the
bounds (3.2.15) are a consequence of [DFM19b, Lemma 15.28] and the fact that
G∗X is a weak solution to L∗u comes from [DFM19b, Lemma 14.78]. However,
the notion of Green function has not been properly introduced here, and we do not
want to do so, since the only property of the Green function that we really need
is the fact that there exists a solution to L∗u = 0 in B(x, r) ∩ Ω that satisfies the
bounds (3.2.15).

The combination of (3.2.14) and (3.2.6) gives the existence of c2 > 0 such that, for
any x ∈ ∂Ω, any r > 0, any Corkscrew point associated to (x, r), and any Borel set
E ⊃ ∆(x, r), one has

ωXL (E) ≥ c2, (3.2.16)

where c2 > 0 is independent of x, r, X and E, and depends on L only via CL. Indeed,
(3.2.14) gives that

ωX
′

L (∂Ω \ E) ≤ C
( δ(X ′)

dist(X ′, E)

)α
≤ C

( |X ′ − x|
|X ′ − x| − r

)α
≤ 1

2
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as long as |X ′ − x| ≤ c′r with a constant c′ that depends only on C and α. So if
|X ′ − x| ≤ c′r but is still a Corkscrew point associated to (x, c′r), since ωX′ is a
probability measure, we have ωX′(E) ≥ 1

2 . We conclude (3.2.16) by linking X ′ and X
by a (uniformly finite) Harnack chain of balls and using the Harnack inequality (Lemma
3.2.6) on each of the balls in the chain.

3.2.2 Examples of PDE friendly domains

Let us first state precisely some definitions of boundary conditions which we have alluded
to in previous sections.

Definition 3.2.17 (Ahlfors-David regular set). Fix d ∈ (0, n − 1]. We say that Γ ⊂ Rn

is a d-Ahlfors-David regular set (or d−ADR) if there exists Cd > 0 and a measure σ on
Γ such that

C−1
d rd ≤ σ(B(x, r) ∩ Γ) ≤ Cdrd for each x ∈ Γ, 0 < r ≤ diam Γ. (3.2.18)

If (3.2.18) is verified, maybe to the price of taking a larger Cd, we can always choose σ
to be the d-dimensional Hausdorff measure on Γ.

Definition 3.2.19 (Capacity and capacity density condition). Given an open setD ⊂ Rn,
n ≥ 2, and a compact setK ⊂ D, we define the capacity ofK relative to D as

Cap2(K,D) = inf
{∫∫

D
|∇v(X)|2 dX : v ∈ C∞c (D), v(x) ≥ 1 onK

}
.

An open set Ω is said to satisfy the capacity density condition (CDC) if there exists a
uniform constant c1 > 0 such that

Cap2(B(x, r)\Ω, B(x, 2r))

Cap2(B(x, r), B(x, 2r))
≥ c1,

for all x ∈ ∂Ω and 0 < r < diam(∂Ω).

We now describe several examples of PDE friendly domains (Ω,m).

(i) Ω is a 1-sidedNTAdomain satisfying the capacity density condition, anddm = dX .
The elliptic theory for these operators may be found in [HMT], and see [AHMT]
for an (additive) perturbation theory in this context. These domains include, in
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particular, the 1-sided chord-arc (that is, 1-sided NTA and (n−1)−ADR) domains,
and the (n− 1)−ADR domains with uniformly rectifiable boundaries.

(ii) The case where the boundary is low dimensional; fix d ∈ (0, n − 1) and assume
that Γ ⊂ Rn is a d−ADR closed set. Set Ω = Rn\Γ and dm = δ(X)d+1−n dX .
In this situation, the Harnack Chain condition and the Corkscrew point condition
are always true, and the elliptic theory was constructed in [DFM19b]. An additive
perturbation theory was written in [MP21], for d ≥ 1. Our perturbation theory
works for d ∈ (0, 1) as well.

(iii) Given (Ω,m) as in the previous case (and assume that d ≥ 1), given a family F of
pairwise disjoint “dyadic cubes” (these are the David-Christ cubes; see Section 3.3
for the definition) on the boundary Γ = ∂Ω, we may construct a sawtooth domain
(ΩF ,mF ) (withmF = m|ΩF ) that “hides” F , via the procedure in [HM14] using
Whitney cubes; see Sections 3 and 4 of [MP21] for the details. The boundary ∂ΩF

has pieces of dimension d, and other pieces of dimension n− 1, and thus is mixed-
dimensional. In Section 5 of [MP21], it is shown that we may define a Borel regular
measure σ? on ∂ΩF (a “surface measure”) so that the triple (ΩF ,mF , σ?) satisfies
the assumptions (H1)-(H6) of the recent axiomatic elliptic theory in [DFM]. Briefly,
the assumptions (H1)-(H6) include the same conditions onmF that we have placed
onm in the previous section, the interior Corkscrewpoint condition and theHarnack
Chain condition in ΩF , a doubling property of σ?, and a slow growth condition
on mF with respect to σ?. With these assumptions verified, the elliptic theory of
[DFM] gives us a sufficiently robust elliptic theory on these mixed-dimensional
sawtooth domains. Thus (ΩF ,mF ) is a PDE friendly domain.

(iv) For that matter, any triple (Ω,m, µ) (with µ a measure on ∂Ω) satisfying (H1)-(H6)
of [DFM] is a PDE friendly domain. This includes the 1-sided chord-arc domains,
the domains with low-dimensional boundaries as in (ii), and the mixed-dimensional
sawtooth domains as in (iii), but there are many more examples, including some
domains with boundaries having atoms, and t-independent degenerate operators
on Rn+ that can be written as L = −divA(x)∇ with a matrix A(x) that lies in
the Muckenhoupt class A2(Rn−1); see Section 3 of [DFM] for more details and
examples. Proof. I deleted the mention of Caffarelli-Silvestre fractional operators,
because upon looking at Section 3 of [DFM], it is not clear that these are considered
with enough details. Mentioning them here might mislead the reader
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3.2.3 Local theory

An important remark is that, even if our main results (Theorems 3.1.13, 3.1.19, and
3.1.21) are stated in their global form, all our theory is intrinsically local. The local
versions of our theorems are Corollary 3.4.3, Lemma 3.5.1, and Lemma 3.3.30.

A consequence of the locality of our results and proofs is the fact that, if we are only
interested in local results, then we only need to assume a local version of the fact that
(Ω,m) is PDE friendly.

Given x0 ∈ ∂Ω and r0 > 0, we say that (Ω,m) is locally PDE friendly in B0 :=

B(x0, r0) if the following assumptions hold.

(a) In Definition 3.2.8, we only require the existence of Corkscrew points associated
to y ∈ 3

4B0 and r < r0/2. We want Harnack chains between X and Y only when
X,Y ∈ 3

4B0 ∩ Ω. But the Harnack chains might go out of B0, which complicate
the definitions. In the sequel, we write T0 for the union of B0 ∩ Ω with all the
Harnack chains linking two points X,Y ∈ 3

4B0 ∩ Ω.
(b) The measurem needs to be defined only on T0 (as given in (a)). We only need the

doubling property (3.2.2) whenB(X, 2r)∩Ω ⊂ T0, and we only need the Poincaré
inequality (3.2.3) when B ⊂ T0 and 2B ⊂ Ω.

(c) We need a notion of elliptic measure associated to our elliptic operator L. We
want a collection {ωXL }X∈Ω∩B0 of measures on ∆0 := B0 ∩ ∂Ω that satisfy
c2 ≤ ωXL (∆0) ≤ 1 for anyX ∈ T0, and for which uE(X) := ωXL (E) are solutions
to Lu = 0 in T0 whenever E ⊂ ∆0 are Borel sets.

(d) On the “elliptic measure” defined on the previous point, we ask for the doubling
property (3.2.12) only when ∆(x, 2r) ⊂ ∆0 and X ∈ T0, for the change of pole
property (3.2.13) only when the two polesX,Y are in T0, for the Hölder continuity
(3.2.14) only when X ∈ B0 ∩ Ω, and for the comparison with a “Green function”
(3.2.15) only when X ∈ B0 ∩ Ω and ∆(y, s) ⊂ ∆0.

Under the above assumptions, local forms of our results hold, and we have that if L1 and
L0 differs by a Carleson perturbation in T0 (the Carleson perturbations are defined with
a local analogue of KCM or KCMsup), then the A∞ absolute continuity of the elliptic
measure is preserved from L0 to L1 in 1

2B0 ∩ ∂Ω. Let us now give an example.

Assume that Ω ⊂ Rn is the unbounded connected component of an (n− 1)-Ahlfors
regular set (we call σ the Ahlfors regular measure), and assume that Ω is 1-sided NTA.
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For instance, Ω can be Rn \ B(0, 1). We choose then m = L n to be the Lebesgue
measure on Ω. Then Definitions 3.2.1 and 3.2.8 are verified. So in order to be able to
apply our theory, we need to check whether (Ω,L n) is PDE friendly, and in particular,
whether it has a nice elliptic theory.

However, the harmonic measure {ωX} associated to this domain - which is the elliptic
measure associated to the Laplacian - is not a probability measure, because the Brownian
motion has a non-zero probability to escape at infinity. Even worse, we have that ωX(∂Ω)

tends to 0 as |X| → ∞. So we deduce that such (Ω,L n) are not PDE friendly. On the
other hand, by considering local perspectives, our theory can still be applied.

The first local perspective is to stick to local estimates. Let x0 be any point in ∂Ω

and for instance r0 = 100 diam(∂Ω). Then one can check that (Ω,L n) is locally PDE
friendly inB0 := B(x0, r0). Take L0 a uniformly elliptic operator and we assume that its
elliptic measure satisfies ω0 ∈ A∞(σ,∆0), that is, for any ξ > 0, there exists ζ > 0 such
that for any boundary ball ∆ := ∆(x, r) ⊂ ∆0 := ∆(x0, r0) and any Borel set E ⊂ ∆,
we have

ωX0 (E)

ωX0 (∆)
< ζ implies

σ(E)

σ(∆)
< ξ for X ∈ [Ω \B(x, 2r)] ∩B0. (3.2.20)

We say that f ∈ KCM∆0(σ) if there existsM > 0 such that for x ∈ ∂Ω and r < r0, we
have ∫

∆(x,r)
|A r(f)(y)|2 dσ(y) ≤Mσ(∆(x, r)). (3.2.21)

Choose L1 = −div[b(A0 + C + T )∇] a Carleson perturbation of L0 in B0, that is

|C| ∈ KCMsup,∆0(σ) and δ|∇b|+ δ| div T | ∈ KCM∆0(σ)

By applying Lemma 3.5.1 and Corollary 3.4.3, we obtain that ω1 ∈ A∞(σ,∆0).

An alternative perspective is to change (Ω,L n) so that it becomes PDE friendly. We
do not want to change Ω, and we want to keep m = L n when we are close to ∂Ω. We
need to pay a price on the part of the measure m (and thus the elliptic operators under
consideration) which is far from the boundary. We usually do not mind to change the
operator far from the boundary, because we can use a comparison principle. We take
m = L n on B0 ∩ Ω and dm = δ1−ndx on Rn \B0. The reader can then check that the
triple (Ω,m, σ) satisfies the assumptions (H1)–(H6) in [DFM] and hence (Ω,m) is PDE
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friendly.

3.3 Theory of A∞-weights.

In this section, we gather the properties of ∂Ω. We do not really need to know that Ω is
PDE friendly, because the incoming results hold on ∂Ω as a set, except of course when
we ultimately apply the theory for elliptic measures in the proof of Theorem 3.1.21. The
measurem will be mentioned through its appearance in the definition of the area integral
A r and hence in the definition of Carleson measure, but the reader can check that none
of the properties ofm matter.

As before, ∆(x, r) stands for the boundary ball B(x, r) ∩ ∂Ω. The results on this
section will be stated in a “local” form, so that they can be applied when σ is either a
single doubling Borel measures or an elliptic measure (i.e. a collection of measures).

Let ∆0 = ∆(x0, r0) be a boundary ball with r0 ∈ (0,diam ∂Ω). We say that σ is
doubling in ∆0 if

σ(∆(x, 2r) ∩∆0) ≤ Cσσ(∆(x, r) ∩∆0) for x ∈ ∂Ω, r > 0,

and we say that σ is locally doubling if σ is doubling in all the boundary balls ∆ (but the
constant Cσ might depend on ∆). We say that f ∈ KCM∆0(σ,M) if for any boundary
ball ∆ = ∆(x, r) ⊂ ∆0, we have that

∫
∆ |A

r(f)(y)|2dσ(y) ≤Mσ(∆). At last, we say
that σ0 is A∞-absolutely continuous with respect to σ0 on ∆0 - or σ1 ∈ A∞(σ0,∆0) for
short - if Definition 3.1.11 holds when we assume that ∆ ⊂ ∆0, that is, for any ξ > 0,
there exists ζ > 0 such that for any boundary ball ∆ ⊂ ∆0 and any Borel set E ⊂ ∆, we
have

σ1(E)

σ1(∆)
< ζ implies

σ0(E)

σ0(∆)
< ξ. (3.3.1)

We begin the section with some preliminary work on the functional A r introduced
in (3.1.5). For α ≥ 2 and x ∈ ∂Ω, define the cone with larger aperture

γrα(x) := {X ∈ Ω, |X − x| ≤ αδ(X) ≤ αr}
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and corresponding area integral

A r
α (f)(x) :=

(∫∫
γrα(x)

|f(X)|2 dm(X)

m(BX)

) 1
2
, f ∈ L2

loc(Ω,m).

Our first result comparesA r
α andA r, and is a classical consequence of Fubini’s theorem.

Lemma 3.3.2 (Comparison of area integrals with different apertures). Let α ≥ 2, ∆0 :=

∆(x0, r0) be a boundary ball with r0 > 0, and let σ be a doubling measure on (2+α)∆0.
For any ∆r ⊂ ∆0 and any f ∈ L2

loc(Ω,m), we have that

−
∫

∆r

|A r
α (f)|2 dσ ≤ Cα−

∫
(2+α)∆r

|A r(f)|2 dσ, (3.3.3)

where Cα depends only on α and Cσ. Thus, if f ∈ KCM(2+α)∆0
(σ,Mf ), then

Mα,f := sup
∆r⊂∆0

1

σ(∆r)

∫
∆r

|A r
α (f)|2 dσ ≤ CαMf . (3.3.4)

Proof. The bound (3.3.4) is a straightforward consequence of (3.3.3), which is the only
inequality that we need to prove. Fix a surface ball ∆r = ∆(x, r) ⊂ ∂Ω, and write T∆r

for
⋃
y∈∆r

γrα(y). Fubini’s lemma entails that∫
∆r

|(A r
α f)|2 dσ =

∫
∂Ω

∫∫
Ω
1∆r(y)1γrα(y)(Y )|f(Y )|2 dm(Y )

m(BY )
dσ(y)

=

∫∫
T∆r

|f(Y )|2 dm(Y )

m(BY )

(∫
∂Ω

1∆r(y)1γrα(y)(Y ) dσ(y)
)
.

(3.3.5)

However, Y ∈ γrα(y) if and only if δ(Y ) ≤ r and y ∈ 4αBY . We deduce that∫
∂Ω

1∆r(y)1γrα(y)(Y ) dσ(y) = σ(∆r ∩ 4αBY )

Let z be such that |Y − z| = δ(Y ) ≤ r. Then the doubling property of σ yields that

σ(∆r ∩ 4αBY ) ≤ σ(∆(z, 2αδ(Y ))) . σ(∆(z, δ(Y ))) . σ(∂Ω ∩ 8BY ).
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The last two computations give that∫
∂Ω

1∆r(y)1γrα(y)(Y ) dσ(y) . σ(∂Ω ∩ 8BY ) =

∫
∂Ω

1γr(y)(Y ) dσ(y).

We reinject the last bound in 3.3.5 to get∫
∆r

|(A r
α f)|2 dσ .

∫∫
T∆r

|f(Y )|2 dm(Y )

m(BY )

(∫
∂Ω

1γr(y)(Y ) dσ(y)
)

=

∫
∂Ω

∫∫
T∆r

1γr(y)(Y )|f(Y )|2 dm(Y )

m(BY )
dσ(y).

(3.3.6)

Observe that for each y ∈ ∂Ω, T∆r ∩ γr(y) 6= ∅ precisely when we can find Y ∈ Ω and
z ∈ ∆r such that Y ∈ γrα(z) ∩ γr(y), and hence

|y − x| ≤ |y − Y |+ |Y − z|+ |z − x| < δ(Y ) + αδ(Y ) + r ≤ (2 + α)r.

Consequently, (3.3.6) becomes

∫
∆r

|(A r
α f)|2 dσ .

∫∫
T∆r

|f(Y )|2 dm(Y )

m(BY )

(∫
∂Ω

1γr(y)(Y ) dσ(y)
)

=

∫
(2+α)∆r

∫∫
γr(y)

|f(Y )|2 dm(Y )

m(BY )
dσ(y) =

∫
(2+α)∆r

|A r(f)|2dσ.

We conclude that

1

σ(∆r)

∫
∆r

|A r
α (f)|2 dσ ≤ Cα

1

σ((2 + α)∆r)

∫
(2+α)∆r

|A r(f)|2dσ

by using the doubling property of σ again. The lemma follows. �

We use the dyadic decomposition of ∂Ω by Christ, which is a consequence of the
metric structure of ∂Ω induced by Rn.

Lemma 3.3.7 (Dyadic cubes for a space of homogeneous type [Chr90]). There exists a
universal constant a0 such that for each k ∈ Z, there is a collection of sets (the sets are
called “dyadic cubes”)

Dk = Dk(∂Ω) := {Qkj ⊂ ∂Ω : j ∈J k},
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satisfying the following properties.

(i) ∂Ω =
⋃
j∈J k Qkj for each k ∈ Z,

(ii) Ifm ≥ k then either Qmi ⊂ Qkj or Qmi ∩Qkj = ∅.
(iii) For each pair (j, k) and each m < k, there is a unique i ∈ Jm such that

Qkj ⊂ Qmi . Whenm = k− 1, we callQmi the dyadic parent ofQkj , and we say that
Qkj is a dyadic child of Qmi .

(iv) diam Qkj < 2−k.
(v) Each Qkj contains some surface ball ∆(xkj , a02−k) = B(xkj , a02−k) ∩ ∂Ω.

Remark 3.3.8. The result of Christ assumes a doubling measure on ∂Ω. However, we note
that the collections Dk themselves are defined only through the quasi-metric structure of
the space, and with no dependence on a doubling measure.

The underlying doubling measure in the result of Christ is used to prove an extra
property that imposes a thin boundary (in a quantitative way) on dyadic cubes. Since
we do not need thin boundaries for our proofs, and since the result is a bit technical, we
avoided to write the full statement. But note that Christ proved, in particular, that for any
locally doubling measure σ and any dyadic cube Qkj , we have that σ(∂Qkj ) = 0.

At last, Christ’s result only provides the existence of a small τ > 0 such that the
properties (iv) and (v) holds for τ instead of the 1/2 of our statement. However, it is easy
to see that by repeating the collection Dk over several generations and by taking a smaller
a0, it is always possible to take τ = 1/2.

We shall denote by D = D(∂Ω) the collection of all relevant Qkj ; that is,

D = D(∂Ω) :=
⋃
k∈Z

Dk(∂Ω).

Henceforth, we refer to the elements ofD as dyadic cubes, or cubes. ForQ ∈ D, we write

DQ := {Q′ ∈ D : Q′ ⊆ Q} and DkQ = Dk(∂Ω) ∩ DQ.

Note carefully that if Qk+1
i is the dyadic parent of Qkj , then it is possible that, as

sets, Qk+1
i = Qkj . In fact, some dyadic cubes may consist of single points (atoms), that

is a dyadic cube can be equal (as sets) to all of its dyadic descendants. Even if there
are no atoms, a dyadic cube could still equal (as sets) an arbitrarily large number of its
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descendants. Dyadic cubes which are of different generations but are equal as sets, will
always be considered distinct. Hence, forQ ∈ D, we write `(Q) = 2−k (the length ofQ)
for the only k ∈ Z such that Q ∈ Dk.

Properties (iv) and (v) imply that for eachQ ∈ D, there is a point xQ ∈ ∂Ω such that

∆(xQ, a0`(Q)) ⊂ Q ⊆ ∆(xQ, `(Q)). (3.3.9)

We call xQ the center of Q.

We redefine our notions using the dyadic cubes instead of the surface balls.

Definition 3.3.10 (Dyadically doubling measures). We say that a Borel measure σ on
Q0 ∈ D is dyadically doubling in Q0 if 0 < σ(Q) < ∞ for every Q ∈ DQ0 and there
exists a constant C ≥ 1 such that σ(Q) ≤ Cσ(Q′) for every Q ∈ DQ0 and for every
dyadic child Q′ of Q.

We let the reader check that if σ is a doubling measure in ∆0 and Q0 ⊂ ∆0, then σ
is dyadically doubling in Q0.

Definition 3.3.11 (Dyadic A∞ for families of measures). Fix Q0 ∈ D. If σ0 and σ1 are
two doubling measures on Q0, then we say that σ1 ∈ Adyadic

∞ (σ0, Q) if, for any ξ > 0,
there exists ζ > 0 such that any Q ∈ DQ0 , and any Borel set E ⊂ Q, we have that

σ1(E)

σ1(Q)
< ζ implies

σ0(E)

σ0(Q)
< ξ.

We define the truncated area integrals adapted to a dyadic cube Q ∈ D as

A Q := A `(Q) and A Q
α := A `(Q)

α .

Definition 3.3.12 (Dyadic Carleson measure condition). Fix Q0 ∈ D. If σ is a doubling
measure on Q0, we say that a function f ∈ L2

loc(Ω,m) satisfies the dyadic σ-Carleson
measure condition on Q0, written f ∈ KCMQ0(σ), if there existsM > 0 such that∫

Q
|(A Qf)(y)|2 dσ(y) ≤Mσ(Q), for each Q ∈ DQ0 .

We write f ∈ KCMQ0(σ,M) if we want to refer to the constant in the above inequality.
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Due to (3.3.9), one can see that the dyadic versions of the doubling measure property,
the A∞ absolute continuity, and the Carleson measure condition are a priori a bit weaker
than the general version on balls. However, we can recover the general statement on balls
from the dyadic statement, and this is essentially because of the next lemma, which is a
slightly refined variant of Lemma 19 in [Chr90].

Lemma 3.3.13 (Covering lemma for boundary balls [Chr90]). Fix a boundary ball
∆ := ∆(x, r), an integer k ∈ Z such that a02−k > r, and let σ be a doubling measure
in ∆(x, 24−k). Then there exists N ∈ N (depending only on Cσ and not on x, r, k) such
that there exist at most N cubes Qk1, . . . , QkN∆

of Dk that intersect ∆.

Consequently, the property (i) of the dyadic decomposition entails that∆ ⊂
⋃N∆
j=1Qj .

Proof. Let ∆ := ∆(x, r) and k be as in the lemma, and let {Qkj }j∈J be the collection of
dyadic cubes in Dk that intersect ∆. Since the number of dyadic cubes is countable, we
can identify J to {0, . . . , N∆ − 1} or N0. Due to (3.3.9), for each j ∈ J , the center xj of
Qkj necessarily satisfies |x − xj | ≤ r + 2−k ≤ 21−k, and hence |xj − x0| ≤ 22−k. We
deduce, again thanks to (3.3.9), that

∆(xj , a02−k) ⊂ Qkj ⊂ ∆(x0, 2
3−k) ⊂ ∆(xj , 2

3−k) for j ∈ J.

The doubling property of σ entails that the smallest and the biggest sets in the inclusion
above have similar measure, hence we also have that C ′σσ(Qkj ) ≥ σ(∆(x0, 2

3−k)) with
C ′σ depending only on the doubling constant of σ on ∆(x, 24−k). We conclude that

C ′σσ(Qkj ) ≥ σ(∆(x0, 2
3−k)) ≥ σ

( ⋃
j∈J

Qkj

)
=
∑
i∈J

σ(Qki ) for j ∈ J,

which means that the cardinality of J is finite and bounded by C ′σ, as desired. �

Let us state a local equivalence of the A∞ conditions studied in this chapter.

Proposition 3.3.14 (Local interplay of A∞ and Adyadic
∞ ). Let σ0 and σ1 be two locally

doubling Borel measures on ∂Ω. The following statements hold.

(a) Fix ∆ = ∆(x, r) ⊂ ∂Ω and k ∈ Z such that a02−k > r. If σ1 ∈ Adyadic
∞ (σ0, Q

k
j )

for each Qkj ∈ Dk that intersects ∆, then σ1 ∈ A∞(σ0,∆).
(b) Fix Q ∈ D(∂Ω). If for some r > a0`(Q) there exists a cover of Q by a family
{∆j}j of surface balls of radius r for which σ1 ∈ A∞(σ0,∆j) for each ∆j , then
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σ1 ∈ Adyadic
∞ (σ0, Q).

(c) If σ0 and σ1 are both doubling, σ1 ∈ Adyadic
∞ (σ0) if and only if σ1 ∈ A∞(σ0).

Remark 3.3.15. In (a), the constants in σ1 ∈ A∞(σ0,∆) depend only on the doubling
constants of σ0 and σ1 in ∆(x, 24−k), and the constants in σ1 ∈ A

dyadic
∞ (σ0, Q

k
j ). Of

course, a similar property holds for (b).

Proof. We prove (a); for the other statements we mention only that the proof of (b) is
entirely analogous to that of (a), and (c) follows from (a), (b), and Remark 3.3.15.

Fix ∆ := ∆(x, r) ⊂ ∂Ω and k ∈ Z such that a02−k > r. Let {Qj}j ⊂ Dk be the
collection of cubes in Dk that intersect ∆. Now let ∆′ = ∆(x′, r′) ⊂ ∆ be a surface
ball, fix ξ > 0, and let k′ ∈ Z satisfy r′ < a02−k

′ ≤ 2r′. We take {Q′j}j∈J ⊂ Dk′ to
be the cover for ∆′ afforded by Lemma 3.3.13, and since k′ ≥ k, it is easy to see that
σ1 ∈ Adyadic

∞ (σ0, Q
′
j).

Let ζ > 0 be small to be chosen later, and suppose that E ⊂ ∆′ is a Borel set that
satisfies σ1(E) < ζσ1(∆′), and we want to prove that σ0(E) < Cξσ0(∆′) for a constant
C > 0 independent of ∆′ and E. For each j ∈ J , we have ∆′ ∩Q′j 6= ∅, and therefore

∆′ ⊂ ∆(xQ′j , 2
−k′ + 2r′) ⊂ ∆(xQ′j , 4`(Q

′
j)).

Since σ1 is locally doubling, then σ1(∆′) . σ1(∆(xQ′j , a0`(Q
′
j))) ≤ σ1(Q′j), and thus

σ1(E ∩Q′j) ≤ Cζσ1(Q′j) for each j ∈ J,

where C > 0 depends only of the doubling constant of σ1 in ∆(x, 24−k). By the A∞
property on Q′j , there exists ζj small enough (and independent of E and ∆′) such that
σ0(E ∩ Q′j) < ξσ0(Q′j) whenever ζ ≤ ζj . We take ζ = minj{ζj}, which is positive
since the number of Q′j is uniformly bounded, and we obtain

σ0(E) =
∑

j σ0(E ∩Q′j) ≤ ξσ0(∪jQ′j) ≤ ξσ0(∆(x′, r′ + `(Q′j))) ≤ Cξσ0(∆′),

where we used the doubling property of σ0 in ∆(x, 24−k) and `(Q′j) . r′. �

Lemma 3.3.16 (Dyadic cubes as a base for the Carleson measure test). Let α ≥ 2 and
Q0 ∈ D, and let ∆0 be a boundary ball that contains ∆(xQ, `(Q)) for every Q ∈ DQ0 .
Take a doubling measure σ on (2 + α)∆0, and suppose that f ∈ KCM(2+α)∆0

(σ,Mf ).
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Then
M

dyadic
α,f := sup

Q∈DQ0

1

σ(Q)

∫
Q
|A Q

α (f)|2 dσ ≤ CMf ,

where C > 0 depends only on the doubling constant of σ.

Proof. We use (3.3.9) to change the integration on cubes to integration on balls, and then
we conclude using Lemma 3.3.2. �

We focus now our efforts on the proof of Theorem 3.1.21. We first need a Calderón-
Zygmund decomposition. Its proof is standard, and is left to the reader.

Lemma 3.3.17 (Calderón-Zygmund decomposition). Take Q0 ∈ D and σ a dyadically
doubling measure on Q0 with doubling constant Cσ. For any function f ∈ L1(Q0, σ)

and any level λ > 1
σ(Q0)

∫
Q0
|f | dσ, there exists a collection of maximal and therefore

disjoint dyadic cubes {Qj}j ⊂ DQ0 such that

f(x) ≤ λ, for σ − a.e. x ∈ Q0 \
⋃
j

Qj ,

λ <
1

σ(Qj)

∫
Qj

f dσ ≤ Cσλ.

Our next objective is a John-Nirenberg inequality for Carleson measures.

Lemma 3.3.18 (John-Nirenberg Lemma for Carleson measures). Let ∆0 ⊂ ∂Ω be a
boundary ball, and let σ be a doubling measure on 30∆0 with doubling constant Cσ.
Suppose that f ∈ KCM30∆0(σ,Mf ). Then for each boundary ball ∆ = ∆(x, r) ⊂ ∆0,
we have that

σ
({
y ∈ ∆ : |(A rf)(y)|2 > t

})
≤ Ce−ct/Mfσ(∆), for t > 0, (3.3.19)

where c, C > 0 depend only on Cσ.

As a consequence, for any p ∈ (0,+∞), we have that

( 1

σ(∆)

∫
∆
|A r(f)|p dσ

) 1
p ≤ Cp(Mf )

1
2 , (3.3.20)

where Cp depends only on Cσ and p.

Proof. The second estimate (3.3.20) is a easy consequence of Hölder’s inequality (when
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p < 2) or (3.3.19) (when p > 2). So we only need to prove (3.3.19).

We take f ∈ KCM30∆0(σ,Mf ) and α := 4. Fix ∆ = ∆(x, r) ⊂ ∆0. Let
k ∈ N such that r < 2−k ≤ 2r, and {Rj}j∈J be the collection of dyadic cubes in Dk that
intersects∆. Observe that for j ∈ J , the center xj ofRj verifies |xj−x| ≤ 2−k+r ≤ 3r,
that is

Rj ⊂ B(xj , 2
−k) ⊂ 5∆ ⊂ 5∆0. (3.3.21)

We can easily check that the above inclusions are also true for every descendant of the
Rj’s. So for anyR ∈

⋃
j DRj , we haveR ⊂ B(xR, `(R)) ⊂ 5∆0. Lemma 3.3.16 entails

that

M
dyadic
α,f := sup

j∈J
sup

R∈DRj

1

σ(R)

∫
R
|A R

α (f)|2 dσ ≤ C ′Mf < +∞, (3.3.22)

for a C depends only on Cσ (recall that α = 4, so we have no dependence on α).

Fix now t > 0. By property (i), the {Rj}j covers ∆, and by (3.3.21), the Qj’s stay
within 5∆. Those two facts, combined with the fact that σ is doubling, entail that the
desired estimate (3.3.19) is a consequence of

σ
({
y ∈ Rj : |(A Rjf)(y)|2 > t

})
≤ Ce−ct/Mfσ(Rj), for j ∈ J ,

where c, C > 0 depends only on Cσ.

The index j does not matter anymore, so we drop it and we writeQ0 for any of theRj .
We also writeM ′f forM

dyadic
α,f to lighten the notation. The problem is now purely dyadic.

Since σ is doubling, σ is also dyadically doubling with a constant C ′σ that depends only
on Cσ. By (3.3.22), we have that

sup
Q∈DQ0

1

σ(Q)

∫
Q
|A Q

α |2 dσ ≤M ′f , (3.3.23)

and we want to prove that

σ
({
y ∈ Q0 : |(A Q0f)(y)|2 > t

})
≤ Ce−ct/M

′
fσ(Q0). (3.3.24)

Note that the area integral has different aperture in (3.3.23) (big aperture) and (3.3.24)
(small aperture), and it will become important later in the proof.
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Perform the Calderón-Zygmund decomposition of the area integral with large aperture
|A Q0

α (f)|2 onQ0, at height 2M ′f . Since 2M ′f > −
∫
Q0
|A Q0

α (f)|2 dσ, according to Lemma
3.3.17 we may furnish a maximal family {Q1,j} ⊂ DQ0 for which we have

|(A Q0
α (f))(y)|2 ≤ 2M ′f for σ − a.e. y ∈ Q0\ ∪j Q1,j , (3.3.25)

2M ′f <
1

σ(Q1,j)

∫
Q1,j

|A Q0
α (f)|2 dσ ≤ 2C ′σM

′
f .

Note that the last line above gives that

σ(∪jQ1,j) <
1

2M ′f

∑
j

∫
Q1,j

|A Q0
α (f)|2 dσ ≤ 1

2M ′f

∫
Q0

|A Q0
α (f)|2 dσ ≤ 1

2
. (3.3.26)

Let us study the difference of the area integral with small aperture on the cube Q1,j .

|A Q0(f)(y)|2 − |A Q1,j (f)(y)|2 =

∫∫
γ`(Q0)(y)\γ`(Q1,j)(y)

|f(Y )|2 dm(Y )
m(BY ) , y ∈ Q1,j .

First, say thatQ′1,j ∈ DQ is the dyadic parent ofQ1,j , and let us show that σ(Q′1,j\∪k
Q1,k) 6= 0. Indeed, otherwise there is a (possibly finite) subsequence Q1,km such that
Q′1,j = ∪mQ1,km ∪ Z, where σ(Z) = 0. By the dyadic nature

1

σ(Q1,j)

∫
Q′j

|A Q
α (f)|2 dσ =

1

σ(Q′1,j)

∑
m

∫
Q1,km

|A Q
α (f)|2 dσ

>
1

σ(Q′1,j)

∑
m

2M ′fσ(Q1,km) = 2M ′f ,

but this is a contradiction to the maximality of the collection {Q1,j}. The claim is
established. Now let y′ ∈ Q′j\ ∪k Q1,k be arbitrary, and observe that for all y ∈ Qj ,

γQ0(y)\γQ1,j (y) ⊂ γQ0
α (y′),

where γQ0
α is the wider cone and α = 4. Indeed, if Y ∈ Ω belongs to the left-hand side

above, then `(Q1,j) < δ(Y ) ≤ `(Q0) for free, and furthermore,

|Y − y′| ≤ |Y − y|+ |y − y′| ≤ 2δ(Y ) + `(Q′1,j) < 4δ(Y ).
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We have thus deduced that

|(A Q0f)(y)|2−|(A Q1,jf)(y)|2 ≤ |(A Q0
α f)(y′)|2 for each y ∈ Q1,j and any y′ ∈ Q′1,j .

Since we may fix y′ ∈ Q′1,j\ ∪k Q1,k such that (3.3.25) holds at y′, we have that

|(A Q0f)(y)|2 − |(A Q1,jf)(y)|2 ≤ 2M ′f , for each y ∈ Q1,j . (3.3.27)

We repeat this process. For each Q1,j , we apply the Calderón-Zygmund decompo-
sition of |A Q1,j

α (f)|2 on Q1,j , at height 2Mα. Thus there exists a sequence of maximal
cubes {Q2,j} in ∪jQ1,j such that

σ(∪jQ2,j) ≤
1

2M ′f

∑
j

∫
Q1,j

|A Q1,j
α (f)|2 dσ ≤ 1

2M ′f

∑
j

M ′fσ(Q1,j) < 2−2σ(Q).

Moreover, on Q0\ ∪j Q1,j , we have that |(A Q0f)(y)|2 ≤ |(A Q0
α f)(y)|2 ≤ 2M ′f for

σ−a.e. y; while on ∪jQ1,j\ ∪i Q2,i, thanks to (3.3.27), for σ−a.e. y we have that

|(A Q0f)(y)|2 ≤ |(A Q0f)(y)|2 − |(A Q1,jf)(y)|2 + |(A Q1,j
α f)(y)|2

≤ 2M ′f + 2M ′f = 2(2M ′f ).

Consequently, |(A Q0f)(y)|2 ≤ 2(2M ′f ) σ−a.e. on Q0\ ∪k Q2,k.

We may now iterate this process. As such, for each integer k ∈ N, there exists a
sequence of maximal cubes {Qk,j} such that σ(∪kQk,j) ≤ 2−kσ(Q), and (via an easy
telescoping argument)

|(A Q0f)(y)|2 ≤ 2kM ′f , for σ − a.e. y ∈ Q\ ∪k Qk,j .

Therefore, we have shown that σ({y ∈ Q0 : |(A Q0f)(y)|2 > 2kM ′f}) ≤ 2−kσ(Q0) for
each integer k ≥ 0, whence (3.3.24) easily follows. �

We recall here a classical characterization of A∞ via reverse Hölder estimates.

Proposition 3.3.28 (RH characterization ofA∞ [GR85a]). Letσ0 andσ1 be two doubling
measures on a boundary ball ∆ ⊂ ∂Ω. Then the following are equivalent:

(i) σ1 ∈ A∞(σ0,∆),
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(ii) σ0 ∈ A∞(σ1,∆),
(iii) σ1 � σ0 and the Radon-Nikodym derivative k := dσ1/dσ0 satisfies a reverse

Hölder bound on (∆, σ0). More precisely, there exists q > 1 and C > 0 such that

( 1

σ0(∆′)

∫
∆′
kq dσ0

) 1
q ≤ C 1

σ0(∆′)

∫
∆′
k dσ0 for any boundary ball ∆′ ⊂ ∆.

(3.3.29)
If k satisfies (3.3.29), we say that k ∈ RHq(∆, σ0).

The only time when we need the powerful characterization of A∞ given above is to
prove the following transitivity of Carleson measures.

Lemma 3.3.30 (Local A∞ implies the transference of the Carleson measure condition).
Let ∆ ⊂ ∂Ω be a boundary ball, and let σ0, σ1 be two doubling measures on 30∆. If
σ1 ∈ A∞(σ0,∆), then for each f ∈ L2

loc(Ω,m),

if f ∈ KCM30∆(σ0,Mf ), then f ∈ KCM∆(σ1, CMf ),

where C > 0 depends only on the doubling constant of σ0 and the constants C, q in the
characterization of σ1 ∈ A∞(σ0,∆) given in Proposition 3.3.28.

Proof. Let∆, σ0, andσ1 be as in the assumption of the lemma, fix f ∈ KCM30∆(σ0,Mf )

and ∆′ ⊂ ∆. We want to prove that 1
σ1(∆′)

∫
∆′ |A

r(f)|2 dσ1 ≤ CMf . Since σ1 ∈
A∞(σ0,∆

′), writing k = dσ1/dσ0 and Hölder inequality gives that

−
∫

∆′
|A r(f)|2 dσ1 =

σ0(∆′)

σ1(∆′)
−
∫

∆′
|A r(f)|2 k dσ0

≤ σ0(∆′)

σ1(∆′)

(
−
∫

∆′
kq dσ0

) 1
q
(
−
∫

∆′
|A r(f)|2p dσ0

) 1
p

where q > 1 is the parameter given by Proposition 3.3.28 and 1
p + 1

q = 1. Using (3.3.29)
and (3.3.20) allows us to deduce

−
∫

∆′
|A r(f)|2 dσ1 .

σ0(∆′)

σ1(∆′)

(
−
∫

∆′
k dσ0

)
Mf = Mf .

The lemma follows. �

Proof of Theorem 3.1.21. We shall only consider the case where µ0 = σ0 is a dou-
bling measure and µ1 = {ωX1 }X∈Ω is an elliptic measure, and we shall only prove the
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implication

f ∈ KCM(σ0) =⇒ f ∈ KCM(ω1), for each f ∈ L2
loc(Ω,m).

All the other situations are analogous to this one with obvious modifications.

So take f ∈ L2
loc(Ω,m) that verifies f ∈ KCM(σ0,Mf ). We will show that

f ∈ KCM(ω1, CMf ). Thus fix x ∈ ∂Ω, r ∈ (0, diam Ω), and let Y ∈ Ω be a
Corkscrew point for ∆ := ∆(x, r). There exists c1 > 0 such that δ(Y ) ≥ 60c1r, so ωY1 is
doubling on c1∆ = ∆(x, c1r) by (3.2.12). However, ωY1 is also doubling on 30∆. Indeed,
we can cover 30∆ by a uniformly finite number of small balls {∆i = ∆(xi, r

′)} of radius
r′ = c1r/2 by the Vitali covering lemma, then we pick corkscrew points Yi associated to
(xi, r), and the same argument yields that ωYi is doubling on 2∆i. The Harnack chain
condition allows us to connect Yi and Y by Harnack chains, and the Harnack inequality
(Lemma 3.2.6) yields that ωY1 is doubling on each ball 2∆i and then on ∆.

Of course, by assumption, we also have f ∈ KCM30∆(ωY0 ), and that ωY1 ∈
A∞(ωY0 ,∆), so by Lemma 3.3.30, we deduce that f ∈ KCM∆(ωY1 , C

′Mf ), and C ′

is independent of ∆ and Y .

We conclude by the change of pole property (3.2.13), which shows without difficulty
that

f ∈ KCM∆(ωY1 , C
′Mf ) =⇒ f ∈ KCM∆(ωX1 , C

′′Mf ), for X ∈ Ω \B(x, 2r)

for a constant C ′′ independent of ∆ and X . The theorem follows. �

3.4 Proof of Theorem 3.1.13

Our proof method is analogous to that of [DFM19a, Theorem 8.9]; see also [KKPT16]
and [CHMT20]. In particular, we remark that our method of proof for Theorem 3.1.13
differs from that of [CHMT20, Theorem 1.1(a) =⇒ (b)] in that we do not (and cannot,
because it is not true in our more general setting of PDE-friendly domains) use that every
dyadic cube will have a proper descendant after a uniform number of dyadic generations,
nor do we use (and cannot use) the largeness of the elliptic measure of the complement
of a surface ball.
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We also want to thank José-María Martell for pointing out to us that we do not need
to assume in our proof that the elliptic measure is a probability measure, but only that
the full measure of the elliptic measure is uniformly bounded from below by a constant
c2 > 0. We changed our proof to match this case.

We will prove the following local result, that implies Theorem 3.1.13.

Lemma 3.4.1 (Local KCM =⇒ local A∞, dyadic version). Let (Ω,m) be PDE
friendly. Let L = −divA∇ be an elliptic operator satisfying (3.1.1) and (3.1.2), and
construct the elliptic measure ω := {ωX}X∈Ω as in (3.2.11).

There exists α ≥ 2 that depends only on the constants in the Corkscrew point
condition, the Harnack chain condition, and the Hölder continuity (3.2.14) such that the
following holds. Fix Q0 ∈ D(∂Ω). If there exists a constant M > 0 and a dyadically
doubling measure σ onQ0 such that, for any Borel E ⊂ Q0, the solution uE constructed
as uE(X) := ωX(E) satisfies

sup
Q∈DQ0

−
∫
Q
|A Q

α (δ∇uE)|2dσ ≤M, (3.4.2)

then ω ∈ Adyadic
∞ (σ,Q0).

The lemma implies

Corollary 3.4.3 (Local KCM =⇒ local A∞). Let (Ω,m) be PDE friendly. Let L
satisfy (3.1.1) and (3.1.2), and let ω := {ωX}X∈Ω be the associated elliptic measure.

There exists K > 0 that depends only on the same parameters as α in Lemma 3.4.1
such that the following holds. Take ∆0 to be a boundary ball. If for any Borel E ⊂ ∆0,
the solution uE constructed as uE(X) := ωX(E) satisfies δ∇uE ∈ KCMK∆0(σ,M)

for a constantM > 0 and a doubling measure σ onK∆0, then ω ∈ A∞(σ,∆0).

Proof of Corollary 3.4.3 from Lemma 3.4.1. Let α ≥ 2 as in Lemma 3.4.1 and K =

5(2 + α). We construct the collection {Rj}j∈J of dyadic cubes that covers ∆0 as in the
proof of Lemma 3.3.18, and the same reasoning as in the proof of Lemma 3.3.18 yields
that

Mdyadic
α := sup

E⊂∆0

sup
j∈J

sup
R∈DRj

1

σ(R)

∫
R
|A R

α (δ∇uE)|2 dσ ≤ C ′M < +∞. (3.4.4)
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Lemma 3.4.1 gives then that ω ∈ A
dyadic
∞ (σ,Rj) for each j ∈ J and Proposition

3.3.14 allows us to recover the non dyadic version ω ∈ A∞(σ,∆0). �

Proof of Theorem 3.1.13. If σ is a doubling measure on ∂Ω, then Theorem 3.1.13 is a
straightforward consequence of Corollary 3.4.3.

When σ is an elliptic measure, Theorem 3.1.13 is a consequence of Corollary 3.4.3,
and the properties of the elliptic measure σ (doubling property (3.2.12), change of pole
(3.2.13)). �

The rest of the section is devoted to the proof of Lemma 3.4.1.

3.4.1 Step I: Construction of functions with large oscillations on small sets

The first order of business will be to construct the regions over which we will have large
oscillations.

Definition 3.4.5 (Good ε0 cover). Fix Q ∈ D(∂Ω) and let ν be a regular Borel measure
on Q. Given ε0 ∈ (0, 1) and a Borel set E ⊂ Q, a good ε0−cover of E with respect to
ν, of length k ∈ N, is a collection {O`}k`=1 of Borel subsets of Q, together with pairwise
disjoint families F` = {S`i } ⊂ DQ, such that

(a) E ⊂ Ok ⊂ Ok−1 ⊂ · · · ⊂ O2 ⊂ O1 ⊂ O0 = Q,
(b) O` =

⋃
i S

`
i , 0 ≤ ` ≤ k,

(c) ν(O` ∩ S`−1
i ) ≤ ε0ν(S`−1

i ), for each S`−1
i ∈ F`−1, 1 ≤ ` ≤ k.

(d) for each S`−1
i ∈ F`−1, 1 ≤ ` ≤ k, the dyadic cube S`−1

i has at least two different
children.

Remark 3.4.6. The good ε0−cover has already been considered in multiple works, such
as [KKPT16,DFM19a,CHMT20]. In all those works, the property (d) is not stated, but
we can actually get this extra assumption for free, as explained in the following lines.
First, we can always assume that S`i intersects E, because otherwise we remove each S`i
that does not intersectE from the collections F`, and still get the same properties (a), (b),
and (c). With this in hand, Ol ∩ S`−1

i will never be empty, and thus property (c) implies
that S`−1

i cannot be an atom (that is, a set reduced to one point). At last, the cubes {S`i }
making up the good ε0-cover are chosen as sets, meaning that the generation does not
matter, and since {S`−1

i } are not atoms, we can always choose S`−1
i so that its child is

not S`−1
i , meaning that S`−1

i possesses at least two children.
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As in [DFM19a], wewriteS`i for the cubesmaking upO` so as not to abuse the notation
Q`i , which is reserved for a dyadic cube of generation `. Next, we have the fact that we
may construct good ε0−covers. Although the analogous statement in [CHMT20, Lemma
3.5] is formally only for the case of n−dimensional Ahlfors-David regular sets, a study
of their proof reveals no dependence on the Ahlfors regularity per se, and their argument
extends seamlessly to our setting. See also the remark that follows.

Lemma 3.4.7 (Existence of good ε0−covers, [CHMT20, Lemma 3.5]). FixQ ∈ D(∂Ω).
Let ν be a doubling measure on Q, with dyadic doubling constant Cdyadic

ν . For every
0 < ε0 < e−1, ifE ⊂ Q is a Borel set with ν(E) ≤ ζν(Q) and 0 < ζ ≤ ε2

0/(
√

2C
dyadic
ν )2

then E has a good ε0−cover with respect to ν of length k0 = k0(ζ, ε0) ∈ N, k0 ≥ 2,
which satisfies

k0 &
log(ζ−1)

log(ε−1
0 )

.

In particular, if ν(E) = 0, then E has a good ε0−cover of arbitrary length.

Remark 3.4.8. The good ε0−cover constructed in [CHMT20] does not specify the zeroth
cover O0; however, it is an easy exercise to check that O0 = Q with {S0

i } = {Q} can be
appended to the cover {O`}k`=1 from [CHMT20, Lemma 3.5] to produce a good ε0−cover
in our sense of Definition 3.4.5.

We will eventually show that ω ∈ Adyadic
∞ (σ,Q0) (see Definition 3.3.11), but first we

need to set the table. Fix Q ∈ DQ0 , let X0 ∈ Ω\B(xQ0 , 2`(Q0)). Observe that ωX0 is a
regular Borel measure on ∂Ω which is dyadically doubling onQ0 by (3.2.12). Henceforth
we let 0 < ε0 < e−1 and 0 < ζ < ε2

0/(2C
2
0 ) be sufficiently small to be chosen later, and

we let E ⊂ Q be a Borel set such that ωX0(E) ≤ ζωX0(Q). We may apply Lemma 3.4.7
with ν = ωX0 to exhibit a good ε0−cover for E of length k & log(ζ−1)

log(ε−1
0 )

with k ≥ 2. Thus

let {O`}k`=0 and {S`i }F` be as described in Definition 3.4.5.

Owing to the property (d) of the ε0-cover, for eachS`i , we let Ŝ`i and S̃`i be two different
children of S`i . Following ideas of [KKPT16] and [DPP17], we set Ô` :=

⋃
i Ŝ

`
i ⊂ O`

for each ` = 0, . . . , k. Now, without loss of generality we may take k to be odd, and for
each even ` with 0 ≤ ` ≤ k − 1, we define

f` := 1Ô` , f`+1 := −f`1O`+1
= −1Ô`∩O`+1

,
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so that f` + f`+1 = 1Ô`\O`+1
for ` even, and write

f :=

k∑
`=0

f` =

(k−1)/2∑
l=0

1Ô2l\O2l+1
= 1⋃(k−1)/2

l=0

(
Ô2l\O2l+1

). (3.4.9)

3.4.2 Step II: The solutionwith data f exhibits large oscillations onWhitney
cubes

Let u solve Lu = 0 with data f on ∂Ω, and according to (3.4.9), we have that u(X) =

ωX
(⋃(k−1)/2

l=0 (Ô2l\O2l+1)
)
. We shall present two balls, close to one another, over which

u oscillates.

Take any x ∈ E, and 0 ≤ ` ≤ k, ` even. Let S` ∈ {S`i } be the unique cube that
contains x, that possesses (at least) the two children Ŝ` and S̃`. We write r` for `(S`), we
call x̂` and x̃` the centers of Ŝ` and S̃` respectively, and we set ∆̂` := ∆(x̂`, a0r`/2) ⊂ Ŝ`

and ∆̃` := ∆(x̃`, a0r`/2) ⊂ S̃`.

By the Hölder continuity (3.2.14) of the elliptic measure at the boundary, we deduce
that there exists ρ > 0 such that

ωX(∂Ω \ ∆̂`) ≤
c2

8
for X ∈ B(x̂`, ρr`) ∩ Ω, (3.4.10)

where c2 is the constant from the non-degeneracy of the elliptic measure (3.2.16)4, and
similarly

ωX(∂Ω \ ∆̃`) ≤
c2

8
for X ∈ B(x̃`, ρr`) ∩ Ω. (3.4.11)

For the rest of the proof, X̂` and X̃` are Corkscrew points associated to respectively
(x̂`, ρr`) and (x̃`, ρr`). That is, for a constant c that depends only on ρ, the constant c1 in
Definition 3.2.8, and c2 from (3.2.16), we have

B(X̂`, cr`) ⊂ B(x̂`, ρr`) ∩ Ω and B(X̃`, cr`) ⊂ B(x̃`, ρr`) ∩ Ω.

So if we set B̂` := B(X̂`, cr`/20) and B̃` := B(X̃`, cr`/20), the bounds (3.4.10),

4We use the estimate (3.2.16) to show that our argument is fundamentally local, and does not depend on
the global properties of the elliptic measure; in particular, our argument does not directly use the fact that
ω(∂Ω) = 1.
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(3.2.16), and (3.4.11) entail

ωX(∆̂`) ≥
7

8
c2 for X ∈ B̂` and ωX(∂Ω \ ∆̃`) ≤

c2

8
for X ∈ B̃`. (3.4.12)

We want to use the above bounds to estimate u on the balls B̂` and B̃`. For each
X ∈ B̂`, we have

u(X) ≥ ωX
(
Ô`\O`+1

)
≥ ωX

(
∆̂`\O`+1

)
= ωX(∆̂`)− ωX(∆̂` ∩ O`+1). (3.4.13)

and we want to show that the second term of the right-hand side above is small, smaller
than c2/8. Observe that

ωX(∆̂` ∩ O`+1) .
ωX0(∆̂` ∩ O`+1)

ωX0(∆̂`)
≤ ε0ω

X0(S`)

ωX0(∆̂`)
. ε0

ωX0(S`)

ωX0(S`)
= ε0, (3.4.14)

where we have used the change of pole (3.2.13), then property (c) of the good ε0 cover,
and at last the doubling property of ωX0 . Therefore, there exists a constant M so that
ωX̂`(∆̂` ∩ O`+1) ≤ Mε0. If we ask that ε0 < c2/(8M), then putting (3.4.13), (3.4.12),
and (3.4.14) together we may conclude that

u(X) ≥ 3

4
c2, for X ∈ B̂`. (3.4.15)

Thus we have that u is large on a Whitney region associated to S`. Similarly, forX ∈ B̃`,
we have

u(X) = ωX
(⋃(k−1)/2

l=0 (Ô2l\O2l+1)
)

≤ ωX
(
∂Ω \ ∆̃`

)
+

(k−1)/2∑
l=0

ωX
(
(Ô2l\O2l+1) ∩ ∆̃`

)
≤ ωX

(
∂Ω \ ∆̃`

)
+ ωX

(
Ô` ∩ ∆̃`

)
+
∑

2l+1<`

ωX
(
∆̃`\O2l+1

)
+
∑
2l>`

ωX
(
Ô2l ∩ ∆̃`

)
.

By construction, Ô`∩∆̃` = ∅. Notice also that ∆̃` ⊂ S` ⊂ O`−1, hence ∆̃`\O2l+1 = ∅
when 2l+ 1 < `. When 2l > `, using the change of pole (3.2.13) and the property (c) of
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the good ε0 cover like in (3.4.14), we obtain for X ∈ B̃` that

ωX
(
Ô2l ∩ ∆̃`

)
≤ ωX

(
∆̃` ∩ O2l

)
.
ωX0(∆̃` ∩ O2l)

ωX0(∆̃`)
≤ (ε0)2l−` ω

X0(S`)

ωX0(∆̂`)
. (ε0)2l−`.

Owing to (3.4.12) and the observations above, the bound on u when X ∈ B̃` becomes
u(X) ≤ c2

8 + M ′
∑

2l>`(ε0)2l−` for some M ′ that is independent of all the important
parameters. We choose ε0 small enough so that M ′

∑
2l>`(ε0)2l−` < c2/8, and we

conclude
u(X) ≤ c2

4
, for X ∈ B̃`.

The last inequality together with (3.4.15) imply the desired large oscillation result. More
precisely, if B ⊂ ∂Ω is a ball and we write uB := 1

m(B)

∫∫
B u dm, then we have that

|u
B̂`
− u

B̃`
| ≥ c2/2. (3.4.16)

3.4.3 Step III: Large oscillations on Whitney regions imply large square
function

We now purport to pass from the large oscillation estimate (3.4.16) to a pointwise lower
bound on the square function.

A Poincaré estimate

We ought to pass from the estimate on the difference over similarly sized balls to an
estimate on the gradient, and this can be done via a delicate use of the Poincaré inequality.
First of all, we recall that the radii of B̂` and B̃` are equivalent to r` = `(S`). Moreover, B̂`,
B̃` are chosen so that both 20B̂` and 20B̃` are subset ofΩ∩B(xS` , r`). Therefore, we have
that min{δ(X̂`), δ(X̃`)} ≥ r`/M and |X̂` − X̃`| ≤ 2r`. The Harnack chain condition
from Definition 3.2.8 (and Remark 3.2.9) provides the existence of a Harnack Chain
{Bj}Nj=0 = {B(Xj , rad(Bj))}Nj=0 of balls such that N is a uniformly bounded number
(depending only on the allowable constants), B0 = B̂`, BN = B̃`, δ(Xj) = 20 rad(Bj),
and Bj ∩Bj+1 6= ∅ for each j (this last property can be ensured by adding in more balls
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of the same radius if necessary). Under this setup, (3.4.16) becomes

1

2
≤ |uB0−uBN | ≤

∑
j

|uBj−uBj+1 | .
∑
j

(|uBj−u3Bj |+ |uBj+1−u3Bj |). (3.4.17)

We now assume that j = j(`) is the index at which the maximum in the right-hand side
of (3.4.17) is taken. Since Bj ∪Bj+1 ⊂ 3Bj , we may estimate

|uBj − u3Bj | =−−
∫∫
Bj

|u− u3Bj | dm ≤−−
∫∫

3Bj

|u− u3Bj | dm

. rad(3Bj)
(
−−
∫∫

3Bj

|∇u(Y )|2 dm(Y )
) 1

2

.
(∫∫

3Bj

δ(Y )2|∇u(Y )|2 dm(Y )

m(BY )

) 1
2 (3.4.18)

where we have used the doubling property of m (3.2.2), the Poincaré inequality (3.2.3),
and the fact that rad(3Bj) ≈ δ(Xj) ≈ δ(Y ) for each Y ∈ 3Bj . A similar estimate holds
for |uBj+1 − u3Bj |. The combination of (3.4.17) and (3.4.18) allows us to conclude

1 . max
j

∫∫
3Bj

δ(Y )2|∇u(Y )|2 dm(Y )

m(BY )
. (3.4.19)

A strip decomposition of a wide cone

Recall that x ∈ E and S` ∈ O` was chosen to contain x. The balls {Bj(`)} are the
Harnack chain between B̂` and B̃` constructed in the beginning of the step. Let us show
that there exist K ≥ 1, α > 0 and an even number NK ≥ 2 large enough so that for all
even ` ≥ NK ,

3Bj(`) ⊂ γ
`(Q)
α,` := γ`(Q)

α (x) ∩
{
Y ∈ Ω : `(S`)/K ≤ δ(Y ) ≤ K`(S`)

}
. (3.4.20)

Using the property (c) of the good ε0−cover, and the fact that S` ∩ Sm ⊃ {x} for each
0 ≤ ` ≤ m, it is easy to see that

`(Sm) ≤ 2−(m−`)`(S`). (3.4.21)
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Now, by our constructions we have the chain

δ(Y ) ≈ rad(3Bj) ≈ δ(Xj) ≈ δ(X̃`) ≈ r` = `(S`) for Y ∈ 3Bj , (3.4.22)

and so in particular there exists K ≥ 1 so that r`/K ≤ δ(Y ) ≤ Kr` for each Y ∈ 3Bj .
We fix this K. Then, using (3.4.21), we have that δ(Y ) ≤ 2−`K`(Q), and so we set
NK even and large enough such that 2−NKK ≤ 1. Hence for all even ` ≥ NK , we have
that δ(Y ) ≤ `(Q). It remains only to find α so that |Y − x| ≤ αδ(Y ) for all Y ∈ 3Bj .
However, for each Y ∈ 3Bj , armed with (3.4.22) we estimate

|Y − x| ≤ |Y −Xj |+ |Xj − X̃`|+ |X̃` − xS̃` |+ diamS`

. rad(3Bj) + δ(X̃`) + `(S̃`) + `(S`) . δ(Y ).

In summary, |Y −x| ≤ αδ(Y ) for some large α, as desired. With our choices ofK,NK ,
and α, (3.4.20) is proven for all even ` ≥ NK . The combination of (3.4.20) and (3.4.19)
yields that

1 .
∫∫
γQα,`

δ(Y )2|∇u(Y )|2 dm(Y )

m(BY )
. (3.4.23)

Conclusion of Step III

We are ready to estimate the square function. First, since k ≈ log(ζ−1)

log(ε−1
0 )
→ ∞ as ζ → 0,

we consider only ζ small enough so that k ≥ 4NK . Owing to (3.4.21), the strips γ`(Q)
α,`

have uniformly bounded overlap. Reckon the bounds

∣∣A Q
α (δ∇u)(x)

∣∣2 =

∫∫
γ
`(Q)
α

δ(Y )2|∇u(Y )|2 dm(Y )

m(BY )

&
k∑

`=NK , ` even

∫∫
γ
`(Q)
α,`

δ(Y )2|∇u(Y )|2 dm(Y )

m(BY )
&

k∑
`=NK , ` even

1 &
k −NK

2
≈ k,

(3.4.24)

where in the second line we used the bounded overlap of the strips, the bound (3.4.23),
and the fact that k � NK .
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3.4.4 Step IV: From large square function to A∞

Integrate (3.4.24) over x ∈ E with respect to σ to see that

log(ζ−1)

log(ε−1
0 )

σ(E) . kσ(E) .
∫
E
|A Q

α (δ∇u)|2 dσ ≤
∫
Q
|A Q

α (δ∇u)|2 dσ .β Mσ(Q),

where the last line is a consequence of the assumption (3.4.2). We deduce

σ(E)

σ(Q)
≤ C log(ε−1

0 )

log(ζ−1)
, for all Borel E ⊂ Q with ωX0(E) ≤ ζωX0(Q). (3.4.25)

Given ξ > 0 andE ⊂ Q ∈ DQ0 such that ωX0(E) ≤ ζωX0(Q), we want to conclude that
σ(E) ≤ ξσ(Q). It is clear that for ζ = ζ(ξ) small enough, we achieve the desired result
through the estimate (3.4.25). We have established that ω ∈ Adyadic

∞ (σ,Q0), as desired.�

3.5 Proof of Theorem 3.1.19

Lemma 3.5.1. Let (Ω,m, µ) be PDE friendly. Let L0 = −divwA0∇ and L1 =

−divwA1∇ be two elliptic operators satisfying (3.1.3) and (3.1.4), and construct the
elliptic measure ω0 := {ωX0 }X∈Ω and ω1 := {ωX1 }X∈Ω as in (3.2.11).

Assume that the weak solutions to L1u = 0 are the same as the ones of
L̂1 = −divwÂ1∇+wB̂1 · ∇, and that Â1 still satisfies (3.1.3)–(3.1.4). In addition, we
require the existence ofK such that A0, Â1, and B̂1 satisfy

|Â1 −A0| ∈ KCM sup(ω0,K) and δ|B̂1| ∈ KCM(ω0,K).

Then for any x ∈ ∂Ω, any r > 0, any X ∈ Ω \B(x, 1000r), and any weak solution u to
L1u = 0, we have that∫

∆(x,r)
|A r(δ∇u)|2dωX0 ≤ C(1 +K)

∫
∆(x,25r)

|N2r(u)|2dωX0 , (3.5.2)

where the constants depends only on n, the elliptic constants of Ã0 and Ã1, and the
constants in (3.2.2), (3.2.7), (3.2.12), and (3.2.15).

Remark 3.5.3. The above lemma looks a bit technical, with the introduction of L̂1. The
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key observation is that the cases in Theorem 3.1.19 (multiplicative Carleson perturbation
and antisymmetric Carleson perturbation) can be reduced to drift perturbations via the
identities (3.1.17)–(3.1.18), see the proof of Theorem 3.1.19 below.

Actually, Lemma 3.5.1 could be stated without any mention of L1, because the
constants in (3.5.2) depends on the properties ofL0 and L̂1, and so only the latter operators
matter. The only problem lies in the construction of the elliptic measure associated to
the L̂1. In Lemma 3.5.1, since L̂1 has the same solutions as L1, the elliptic measure
associated to L̂1 is the same as L1, hence exists and has the desired properties.

If we had a definition and good properties (the ones presented in Section 3.2) of
elliptic measure for (a class of) operators with drifts, for instance by deepening the theory
in [DHM18], then we would not really need L1. We could only consider two operators
with drifts L̂i = −divwÂi∇+wB̂i · ∇, i ∈ {0, 1}, and their elliptic measures ωi. And
as long as |Â1 − Â0| ∈ KCM sup(ω0) and |B̂1 − B̂0| ∈ KCM(ω0), we would have
ω1 ∈ A∞(ω0).

Proof of Theorem 3.1.19. Since L1 is a (generalized) Carleson perturbation of L0, there
exists a function b, a matrix C, and an antisymmetric matrix T such that

|C| ∈ KCMsup(ω0,K) and
δ|∇b|
b

+ δw−1|div(wT )| ∈ KCM(ω0,K) (3.5.4)

for someK > 0, and
A1 = b(A0 + C + T ).

We define

L̂1 := −div(w[Â0 + C]∇)−
[

div(wT ) + w
∇b
b

]
· ∇

:= −div(wÂ1∇)− wB̂1 · ∇.

The identities (3.1.17)–(3.1.18) infer that the weak solutions of L1 and L̂1 are the same.
Moreover, (3.5.4) implies that

|Â1 −A0| ∈ KCM sup(ω0,K) and δ|B̂1| ∈ KCM(ω0,K).

So we can apply Lemma 3.5.1 to deduce the bound (3.5.2). We construct a finitely
overlapping covering of ∆(x, r) by small boundary balls {∆(xi, r

′)} of radius r′ =
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c1r/106, where c1 in the constant in the Corkscrew point condition, so that our Corkscrew
point X associated to (x, r) stays outside of every B(xi, 1000r′). Then, by applying
(3.5.2) to every small boundary ball ∆(xi, r

′), we deduce that∫
∆(x,r)

|A r′(δ∇u)|2dωX0 ≤ C
∫

∆(x,2r)
|N2r(u)|2dωX0 .

In order to change A r′ to A r in the above estimate, and hence obtain (3.1.20), we need
to bound the difference T := |A r(δ∇u)|2 − |A r′(δ∇u)|2. We have

T (y) =

∫∫
W (y,r)

|δ∇u|2 dm

m(BY )
,

where W (y, r) := {Y ∈ Ω, |Y − y| ≤ 2δ(X) ≤ 2r, r′ < δ(Y )}. Notice that all
the points Y ∈ W (y, r) are Corkscrew points associated to (y, r). Therefore, for Y ∈
W (y, r), we have δ(Y ) ≈ r and the doubling property ofm infers that

m(BY ) ≈ m(B(y, r) ∩ Ω) ≈ m(W (y, r)) for Y ∈W (y, r).

We conclude that
T (y) ≈ r2

m(W (y, r))

∫∫
W (y,r)

|∇u|2 dm.

Owning to Caccioppoli’s inequality (see for instance Lemma 11.12 in [DFM]), one has
that T (y) . 1

m(W ∗(y,r))

∫∫
W ∗(y,r) |u|

2dm, whereW ∗(y, r) is a region slightly fatter than
W (y, r). From there, it is fairly easy to check that∫

∆(x,r)
T (y)dωX0 (y) .

∫
∆(x,r)

sup
W ∗(y,r)

|u|2dωX0 (y) .
∫

∆(x,2r)
|N2r(u)|2dωX0 .

The theorem follows. �

The rest of the section is devoted to the proof of Lemma 3.5.1.

3.5.1 Step 0: Carleson estimate

We shall need some preliminary results about the non-tangential maximal function N .
Note that if one is not interested in the S < N local L2-estimate but only in establishing
(3.1.14), then we could avoid these preliminary estimates and greatly simplify Step 5.
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But we believe that the S < N estimate is important on its own, and we decided to prove
it.

We shall need the untruncated versions of A and N . We construct the infinite cone
γα(x) = {X ∈ Ω, |X − x| ≤ αδ(X)}, and we write γ(x) for γ2(x). Then we define,
for f ∈ L2

loc(Ω,m) and x ∈ ∂Ω,

A (f)(x) :=
(∫∫

γ(x)
|f(x)|2 dm(X)

m(BX)

) 1
2 and N(f)(x) := sup

γ(x)
|f |.

We shall also need the variants

Ñ(f)(x) := sup
X∈γ(x)

(
−−
∫∫
BX

|f |2 dm
) 1

2 and N10(f)(x) := sup
γ10(x)

|f |.

Observe that Ñ(f) ≤ N10(f), and if we take 2BX instead of BX in the definition of
Ñ , the result would still hold. We also have

‖N10(f)‖L2(σ) ≤ ‖N(f)‖L2(σ) (3.5.5)

whenever σ is doubling on the support of N10(f). The L1 nonlocal result in Rn can
be found in Chapter II, § 2.5.1 from [Ste93a], but the proof goes through in our setting
without difficulty. The area integral A , the non-tangential maximal function N , and
the Carleson measure condition are nicely related via the Carleson inequality. Indeed, if
v ∈ L2

loc(Ω,m), f ∈ KCM(σ,Mf ) and σ is doubling on a neighborhood of the support
of N(v), then ∫

∂Ω
|A (fv)|2dσ ≤ CMf

∫
∂Ω
|N(v)|2dσ, (3.5.6)

where C depends only on the doubling constant of σ. If f ∈ KCMsup(σ,Mf ) instead,
we can use (3.5.6) to f̃(X) = supBX f and ṽ = (−

∫
BX
|v2|dm)1/2 and obtain the variant∫

∂Ω
|A (fv)|2dσ ≤ CMf

∫
∂Ω
|Ñ(v)|2dσ. (3.5.7)

The proof of (3.5.6) is classical, see for instance [Ste93a, Section II.2.2, Theorem 2] for
the proof on the upper half plane, but which can easily adapted to our setting.

We fix now once for all the rest of this section x ∈ ∂Ω and r > 0.
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3.5.2 Step 1: Construction of the cut-off function Ψ.

We choose then a function ψ ∈ C∞c (R) that satisfies 0 ≤ ψ ≤ 1, ψ ≡ 1 on (−1, 1),
ψ ≡ 0 outside (−2, 2), and |ψ′| ≤ 2. We construct Ψ = Ψx,r on Ω as

Ψ(Y ) = ψ
(dist(Y,∆(x, r))

4δ(Y )

)
ψ
(δ(Y )

r

)
and then

Ψε(Y ) = Ψ(Y )ψ
( ε

δ(Y )

)
.

Observe that for any y ∈ ∆(x, r) and any Y ∈ γr(y), we have Ψ(Y ) = 1. That is, for
any X ∈ Ω, we have∫

∆(x,r)
|A r(δ∇u)|2dωX0 ≤

∫
∂Ω
|A (Ψ2δ∇u)|2dωX0 = lim

ε→0

∫
∂Ω
|A (Ψ2

εδ∇u)|2dωX0 .

Remark also that Ψ(Y ) 6= 0 means that dist(Y,∆(x, r)) ≤ 8δ(Y ) ≤ 16r, so if y ∈ ∂Ω

is such that Y ∈ γ(y) and Ψ(Y ) 6= 0, we necessary have |y − x| < 21r. We conclude
that

sup
ε→0

∫
∂Ω
|N(Ψεu)|2dωX0 =

∫
∂Ω
|N(Ψu)|2dωX0 ≤

∫
∆(x,25r)

|N2r(u)|2dωX0 .

As a consequence, (3.5.2) will be proved once we establish that, for ε > 0, we have∫
∂Ω
|A (Ψ2

εδ∇u)|2dωX0 .
∫
∂Ω
|N(Ψεu)|2dωX0 . (3.5.8)

3.5.3 Step 2: Properties of Ψε.

In this step we show that |∇Ψε| ∈ KCM sup(ω0). Notice that

|∇Ψε(Y )| . 1

δ(Y )
1E1∪E2∪E3 for Y ∈ Ω, (3.5.9)

where
E1 := {Y ∈ Ω, dist(Y,∆(x, r))/8 ≤ δ(Y ) ≤ dist(Y,∆)/4},

E2 := {Y ∈ Ω, r ≤ δ(Y ) ≤ 2r}, and E3 := {Y ∈ Ω, ε/2 ≤ δ(Y ) ≤ ε}.
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In addition, if y ∈ ∂Ω, Y ∈ γ(y), Y ′ ∈ BY , and Y ′ ∈ E1, then 3δ(Y )/4 ≤ δ(Y ′) ≤
5δ(Y )/4,

dist(y,∆(x, r)) ≥ dist(Y ′,∆(x, r))− |Y ′ − Y | − |Y − y|

≥ 4δ(Y ′)− 1

4
δ(Y )− 2δ(Y ) ≥ 3

4
δ(Y ),

and

dist(y,∆(x, r)) ≤ dist(Y ′,∆(x, r)) + |Y ′ − Y |+ |Y − y| ≤ 13δ(Y );

that is, for Y ∈ γ(y) such that BY ∩ E1 6= ∅,

1
13 dist(y,∆(x, r)) ≤ δ(Y ) ≤ 4

3 dist(y,∆(x, r)). (3.5.10)

We write 1̃E1 for the function Y → supBY 1E1 , the above estimates proves that δ(Y ) ≈
ry := dist(y,∆(x, r)) whenever Y ∈ γ(y) ∩ supp 1̃E1 . As a consequence, for y ∈ ∂Ω

and s > 0, we have that

|A s(1̃E1)(y)|2 .
∫∫
Y ∈γ(y), δ(Y )≈ry

dm(Y )

m(BY )
. 1

because (3.2.2) implies, for all Y ∈ Sy := {Y ∈ γ(y), δ(Y ) ≈ ry}, that m(BY ) ≈
m(Sy) ≈ m(B(y, ry) ∩ Ω). The measure ω0 does not matter to be able to conclude that
1E1 ∈ KCM sup(ω0,M), whereM depends only on n and the constant in (3.2.2).

For y ∈ ∂Ω, Y ∈ γ(y), BY ∩ (E2 ∪ E3) 6= ∅, we easily deduce from the definition
of E2 and E3 that δ(Y ) ≈ r or δ(Y ) ≈ ε. Those estimates are the analogue for E2 and
E3 of the bounds (3.5.10). With the same arguments as the one used for E1, we obtain
that 1E2∪E3 ∈ KCM sup(ω0,M), hence

1E1∪E2∪E3 ∈ KCM sup(ω0,M). (3.5.11)

We combine (3.5.11) with (3.5.9) to conclude that

|δ∇Ψε|1/2 + |δ∇Ψε| ∈ KCM sup(ω0,M) (3.5.12)
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with a constant M that depends only on n and the constant in (3.2.2), as desired. Of
course, we also have the weaker version

|δ∇Ψε|1/2 + |δ∇Ψε| ∈ KCM(ω0,M). (3.5.13)

3.5.4 Step 3: Introduction of the Green function.

The poleX of the elliptic measure ω0 is chosen inΩ\B(x, 1000r) as in the assumption of
the lemma. As an intermediate tool, we shall callG∗X the weak solution to (L0)∗u = 0 in
B(x, 500r)∩Ω that satisfies (3.2.15). More precisely, we have

∫∫
ΩA0∇ϕ·∇G∗X dm = 0

for eachϕ ∈ C∞c (B(x, 500r)∩Ω), and for y ∈ ∆(x, 25r), s ∈ (0, 2r), and anyCorkscrew
point Y associated to (y, s), the bounds (3.2.15) show that

C−1ωX0 (∆(y, s)) ≤ m(B(y, s) ∩ Ω)

s2
G∗X(Y ) ≤ CωX0 (∆(y, s)). (3.5.14)

The Green function will be used to replace the expression with the functional A by
some integrals over Ω. We claim that, for any v ∈ L2

loc(Ω), we have∫
∂Ω
|A (Ψv)|2dωX0 ≈

∫∫
Ω

Ψ2v2G
∗
X

δ2
dm. (3.5.15)

Observe that Y ∈ γ(y) implies that y ∈ 8BY ∩ ∂Ω. As a consequence, Fubini’s lemma
entails that∫

∂Ω
|A (Ψv)|2dωX0 ≈

∫∫
Ω

Ψ2(Y )v2(Y )
1

m(BY )
ωX0 (8BY ∩ ∂Ω)dm(Y ).

Take Y to be such that Ψ(Y ) 6= 0, and then take y ∈ ∂Ω and s > 0 be such that
s = |y − Y | = δ(Y ). The study in Step 1 showed that y ∈ ∆(x, 25) and s < 2r,
so in particular X ∈ Ω \ B(y, 2s). The doubling property of ωX0 (3.2.12) shows that
ωX0 (8BY ∩ ∂Ω) ≈ ω(∆(y, s)), and the doubling property ofm, given by (3.2.2), entails
thatm(BY ) ≈ m(B(y, s) ∩ Ω). Combined with (3.5.14),

1

m(BY )
ωX0 (8BY ∩ ∂Ω) ≈

G∗X(Y )

δ(Y )2
.

The claim (3.5.15) follows.
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3.5.5 Step 4: Bound on the square function.

As explained in Step 1, we need to prove (3.5.8) for any ε > 0. We define

I = Iε :=

∫
∂Ω
|A (Ψ2

εδ∇u)|2dωX0 ,

which is the quantity that we want to bound. We also set

J = Jε :=

∫
∂Ω

∣∣∣Ñ(uΨ2
ε

δ∇G∗X
G∗X

)∣∣∣2dωX0 +

∫
∂Ω
|N(uΨε)|2dωX0 .

IfK is the constant in Theorem 3.1.19, we claim that,

I . (1 +K)1/2I1/2J1/2 + J, (3.5.16)

which self-improves, since I is finite, to I . (1 +K)J , or∫
∂Ω
|A (Ψ2

εδ∇u)|2dωX0 . (1 +K)

∫
∂Ω

∣∣∣Ñ(Ψ2
εu
δ∇G∗X
G∗X

)
+N(Ψεu)

∣∣∣2dωX0 . (3.5.17)
Thanks to (3.5.15), we have

I ≈
∫∫

Ω
Ψ4
ε |∇u|2G∗X dm. (3.5.18)

Using the ellipticity of Â1, we have

I .
∫∫

Ω
Â1∇u · ∇uΨ4

εG
∗
X dm

=

∫∫
Ω
Â1∇u · ∇[uΨ4

εG
∗
X ] dm− 4

∫∫
Ω
Â1∇u · ∇Ψε [uΨ3

εG
∗
X ] dm

−
∫∫

Ω
Â1∇u · ∇G∗X [uΨ4

ε ] dm =: I1 + I2 + I3.

We use the fact that u is a weak solution to L1, and thus to L̂1, to write that

I1 = −
∫∫

Ω
B̂1 · ∇u [uΨ4

εG
∗
X ] dm.
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We use the Cauchy-Schwarz inequality, (3.5.18), and then (3.5.15) to obtain

I1 ≤
(∫∫

Ω
Ψ4
ε |∇u|2G∗X dm

) 1
2
(∫∫

Ω
|B̂1|2u2Ψ4

εG
∗
X dm

) 1
2

. I1/2
(∫

∂Ω
|A (δ|B̂1|uΨ2

ε )|2 dωX0
) 1

2
. I1/2K1/2

(∫
∂Ω
|N(uΨε)|2 dωX0

) 1
2

. I1/2K1/2J1/2,

where the last line is due to the Carleson inequality (3.5.6) and the fact that δ|B̂1| ∈
KCM(ω0,K). For I2, the argument is similar, but instead we use the fact that Â1 is
bounded, and then the fact that ∇Ψ ∈ KCM(ω0,M), proved previously in (3.5.13), to
get

I2 . I
1/2
(∫∫

Ω
|∇Ψε|2u2Ψ2

εG
∗
X dm

) 1
2
. I1/2

(∫
∂Ω
|A (δ|∇Ψε|uΨε)|2 dωX0

) 1
2

. I1/2
(∫

∂Ω
|N(uΨε)|2 dωX0

) 1
2
. I1/2J1/2.

For the term I3, we replace Â1 by A0:

I3 = −
∫∫

Ω
A0∇u · ∇G∗X [uΨ4

ε ] dm−
∫∫

Ω
(Â1−A0)∇u · ∇G∗X [uΨ4

ε ] dm = I31 + I32.

We deal with I32 by invoking the assumption |Â1 − A0| ∈ KCM sup(K). We have,
using the Cauchy-Schwarz inequality, (3.5.18), and (3.5.15) as before, that

I32 . I
1/2
(∫

∂Ω

∣∣∣A (|Â1 −A0|uΨ2
ε

δ∇G∗X
G∗X

)∣∣∣2 dωX0 ) 1
2

. I1/2K1/2
(∫

∂Ω

∣∣∣Ñ(Ψ2
εu
δ∇G∗X
G∗X

)∣∣∣2dωX0 )1/2
. I1/2K1/2J1/2

by (3.5.7), since |Â1−A0| ∈ KCM sup(K). It remains to bound I31. We force everything
into the first gradient, and we get that

I31 = −1

2

∫∫
Ω
Â0∇[u2Ψ4

ε ] ·∇G∗X dm+2

∫∫
Ω
Â0∇Ψε ·∇G∗X [u2Ψ3

ε ] dm := I311 +I312.

The integral I311 is 0. Indeed G∗X is a weak solution to (L0)∗, and moreover u2Ψ4
ε is a
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valid test function because it is compactly supported in Ω\{X} and u2Ψ3 ∈W 1,2(Ω,m)

[remember that u is a solution, so u is locally bounded]. As for I312, we use the
boundedness of A0 and the inequality 2ab ≤ a2 + b2 to infer that

I312 .
∫∫

Ω
|∇Ψε|

(
Ψ2
ε + Ψ4

ε

δ2|∇G∗X |2

|G∗X |2
)
u2G

∗
X

δ
dm

.
∫
∂Ω
|A (|δ∇Ψε|1/2uΨε)|2 dωX0 +

∫
∂Ω

∣∣∣A (|δ∇Ψε|1/2uΨ2
ε

δ∇G∗X
G∗X

)∣∣∣2 dωX0 .
By (3.5.12) and (3.5.13), that is, by the fact that |δ∇Ψε|1/2 ∈ KCM(ω0,M) and
|δ∇Ψε|1/2 ∈ KCM sup(ω0,M), and the Carleson inequalities (3.5.6)–(3.5.7) we con-
clude that

I312 .
∫
∂Ω

∣∣∣Ñ(uΨ2
ε

δ∇G∗X
G∗X

)∣∣∣2dωX0 +

∫
∂Ω
|N(uΨε)|2dωX0 = J.

The claim (3.5.16) follows.

3.5.6 Step 5: A Caccioppoli inequality.

From (3.5.17) and (3.5.8), it remains to check that∫
∂Ω

∣∣∣Ñ(Ψ2
εu
δ∇G∗X
G∗X

)∣∣∣2dωX0 . ∫
∂Ω
|N(Ψεu)|2dωX0 . (3.5.19)

We take Y ∈ Ω such that 2BY ∩ supp Ψ 6= 0, and we observe that 4BY does not
containX ∈ Ω\B(x, 1000r). We want to prove the following variant of the Caccioppoli
inequality:

−−
∫∫
BY

Ψ4
εu

2 δ
2|∇G∗X |2

|G∗X |2
dm .−−

∫∫
2BY

Ψ2
εu

2 dm. (3.5.20)

Recall that G∗X is positive (easy consequence of (3.5.14)) and a solution to (L0)∗u = 0

on 4BY . The Harnack inequality (Lemma 3.2.6) yields that

G∗X(Z) ≈ G∗X(Y ) for Z ∈ 2BY . (3.5.21)

Using also the property that δ ≈ δ(Y ) on BY , the claim (3.5.20) is equivalent to the
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estimate
−−
∫∫
BY

Ψ4
εu

2|∇G∗X |2 dm .
(G∗X(Y )

δ(Y )

)2
−−
∫∫

2BY

Ψ2
εu

2 dm.

We construct a cut-off function Φ = ΦY , using the smooth function ψ introduced in
Step 1, by Φ(Z) = ψ

(4|Z−Y |
δ(Y )

)
. Note that Φ is supported in 2BY , Φ ≡ 1 on BY , and

|∇Φ| ≤ δ−1(Y ). So our claim (3.5.22) will be proven once we show that

T :=

∫∫
Ω

Ψ4
εΦ

2u2|∇G∗X |2 dm . U :=
|G∗X(Y )|2

δ(Y )2

∫∫
2BY

Ψ2
εu

2 dm. (3.5.22)

We shall prove that T . T 1/2U1/2, which self-improves to (3.5.22) because T is
finite. Using the ellipticity of A0 given by (3.1.3), we have that

T .
∫∫

Ω
A0∇G∗X · ∇G∗X [Ψ4

εΦ
2u2] dm

=

∫∫
Ω
A0∇[G∗XΨ4

εΦ
2u2] · ∇G∗X dm− 4

∫∫
Ω
A0∇Ψε · ∇G∗X [G∗XΨ3

εΦ
2u2] dm

− 2

∫∫
Ω
A0∇Φ · ∇G∗X [G∗XΨ4

εΦu
2] dm− 2

∫∫
Ω
A0∇u · ∇G∗X [G∗XΨ4

εΦ
2u] dm

=: T1 + T2 + T3 + T4.

The term T1 equals 0, because G∗X is a solution to (L0)∗. Using the boundedness of A0

and the Cauchy-Schwarz inequality, the term T3 is bounded as

T3 . T
1/2
(∫∫

Ω
|G∗X |2Ψ4

ε |∇Φ|2u2 dm
)1/2

. T 1/2U1/2

by (3.5.21) and |∇Φ| . δ−1(Y ). With the same arguments, we treat T2 as follows

T2 . T
1/2
(∫∫

Ω
|G∗X(Y )|2Ψ2

εΦ
2|∇Ψε|2u2 dm

)1/2
. T 1/2U1/2

by (3.5.21) and (3.5.9), i.e. the fact that |∇Ψε| . δ−1(Y ). As for T4, we have

T4 . T
1/2
(∫∫

Ω
|G∗X(Y )|2Ψ4

εΦ
2|∇u|2 dm

)1/2

. |G∗X(Y )|T 1/2
(∫∫

Ω
Ψ4
εΦ

2|∇u|2 dm
)1/2

(3.5.23)
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If we write V =
∫∫

Ω Ψ4
εΦ

2|∇u|2 dm, then the same argument as for T , using the fact
that u is a weak solution to L1 and |∇Ψε|+ |∇Φ| . δ(Y ) on 2BY , yields that

V . V 1/2δ−1(Y )
(∫∫

2BY

Ψ2
εu

2 dm
) 1

2
= |G∗X(Y )|−1V 1/2U1/2,

which self-improves to |G∗X(Y )|2V . U . Using the estimate in (3.5.23), we obtain that
T4 . T 1/2U1/2. The claim (3.5.22) follows, and hence so does (3.5.20).

The inequality (3.5.20) entails the pointwise bound

Ñ
(

Ψ2
εu
δ∇G∗X
G∗X

)
. N10(Ψεu),

where N10(v)(y) := supγ10(y) |v|, and γ10(y) is the cone with vertex at y ∈ ∂Ω with a
bigger aperture than γ(y) so that γ10(y) ⊃

⋃
Y ∈γ(y) 2BY . The estimate (3.5.19) comes

then from classical fact that ‖N10(v)‖L2 . ‖N(v)‖L2 , see (3.5.5). If we want to avoid
this latter estimate, we can also defineN using cones with bigger apertures than the ones
of Ñ , and all our proofs are then identical. �
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Chapter 4

Critical Perturbations for Second
Order Elliptic Operators. Part I:
Square function bounds for layer
potentials

The research in these chapters was done in collaboration with S. Bortz, S. Hofmann, J. L.
Luna García, and S. Mayboroda. The results and proofs in these chapters will also appear
in the doctoral thesis of J. L. Luna García.

4.1 Introduction

In this chapter, we lay the groundwork for the study of the L2 Dirichlet, Neumann and
Regularity problems for critical perturbations of second order divergence form equations
by lower order terms, as discussed in Section 1.2.3. In particular, we produce the natural
(L2) square function estimates for (abstract) layer potential operators, which we will use
in Chapter 5 to prove the well-posedness of Dirichlet, Neumann, and Regularity problems
(with square-integrable data) for second-order elliptic operators with lower order terms.
Relevant literature review lies in Section 1.3.2. Recall that we consider differential
operators of the form (1.2.10) defined on Rn × R = {(x, t)}, n ≥ 3, where A = A(x)
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is an (n+ 1)× (n+ 1) matrix of L∞ complex coefficients, defined on Rn (independent
of t) and satisfying the uniform ellipticity condition (1.1.4) for some CA > 0, and for all
ξ, η ∈ Cn+1, x ∈ Rn. The first order complex coefficients B1 = B1(x), B2 = B2(x) ∈(
Ln(Rn)

)n+1 (independent of t) and the complex potential V = V (x) ∈ L
n
2 (Rn) (again

independent of t) are such that

max
{
‖B1‖Ln(Rn), ‖B2‖Ln(Rn), ‖V ‖Ln2 (Rn)

}
≤ ε0

for some ε0 depending on dimension and the ellipticity of A in order to ensure the
accretivity of the form associated to the operator L on the space

Y 1,2(Rn+1) :=
{
u ∈ L2∗(Rn+1) : ∇u ∈ L2(Rn+1)

}
equipped with the norm

‖u‖Y 1,2(Rn+1) := ‖u‖L2∗ (Rn+1) + ‖∇u‖L2(Rn+1),

where p∗ := (n+1)p
n+1−p . We interpret solutions of Lu = 0 in the weak sense; that is,

u ∈ W 1,2
loc (Rn+1) is a solution of Lu = 0 in Ω ⊂ Rn+1 if for every ϕ ∈ C∞c (Ω) it holds

that ∫∫
Rn+1

(
(A∇u+B1u) · ∇ϕ+B2 · ∇uϕ

)
= 0.

Examples of operators of the type defined above include the Schrödinger operator
−∆ + V with t−independent electric potential V ∈ L

n
2 (Rn) having a small L

n
2 norm,

and the generalized magnetic Schrödinger operator −(∇ − ia)A(∇ − ia), where A
is a t−independent complex matrix satisfying (1.1.4), and the magnetic potential a ∈
Ln(Rn)n+1 is t−independent and has small Ln norm. We treat the case n ≥ 3 because
the Sobolev spaces we encounter are of the form

.
W 1,2(Rn) ∩ Ls for some s ≥ 1, and

in this case, these spaces embed continuously into Lebesgue spaces. This is not the
situation when n = 2, in which case the Sobolev spaces considered embed continuously
into BMO. If one were to treat the case n = 2, it would be natural to assume that
V = 0 and that Bi, i = 1, 2 are divergence-free. Under these additional hypotheses, one
can use a compensated compactness argument [CLMS93] to obtain the boundedness and
invertibility of the form associated to L (see [GHN16]).
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However, there are several considerations in the case n ≥ 3 that set it qualitatively
apart from n = 2. For instance, when n = 2, all solutions are locally Hölder continuous
and this is certainly not the case when n ≥ 3. Indeed, let u(x) = − ln |x|, x ∈ Rn

and build V (x) or B1(x) so that either −∆u + V u = 0 or −∆u + divB1u = 0 in
the n-dimensional ball B(0, 1/2). By extending u to be a function on B(0, 1/2) × R
by u(x, t) = u(x), we may see that the analogous equations in n + 1 dimensions are
satisfied by u(x, t), and yet u(x, t) fails to be locally bounded despite the fact that
V 2, B1 ∈ Ln(Rn). Moreover, by considering u(x, t) on a smaller ball and replacing V
or B1 by Vε = V 1B(0,ε) or (B1)ε = B11B(0,ε) respectively, we may ensure that V 2

ε or
(B1)ε have arbitrarily small Ln(Rn) norm, provided that we choose ε > 0 small enough.
Therefore, solutions in our perturbative regime fail to be locally bounded and hence fail
(miserably) to be locally Hölder continuous.

The lack of local Hölder continuity (or local boundedness) is one reason our results
are not at all a straightforward adaptation of related works. For instance, in [AAA+11]
the authors are able to treat the fundamental solution as a Calderón-Zygmund-Littlewood-
Paley kernel using pointwise estimates on the fundamental solution (and its t-derivatives)
presented in [HK07]. Additionally, although establishing aCaccioppoli inequality (Propo-
sition 4.3.1) is easy, constants are not necessarily null solutions to our operator and thus
this Caccioppoli inequality does not yield the usual “reverse” Poincaré inequality for
solutions. We remind the reader that if there are no lower order terms, the Caccioppoli
inequality (becomes a “reverse” Poincaré inequality and) improves to an Lp−L2 version;
more precisely, we have that for each ball Br and some p > 2, the estimate(

−
∫
Br

|∇u|p dx
)1/p

.
1

r

(
−
∫
B2r

|u|2 dx
)1/2

holds [Mey63,Geh73,Gia83]. We do not manage to obtain the above Lp−L2 inequality,
but rather a suitable Lp − Lp version (Proposition 4.3.9). The unavailability of these
desirable estimates makes it far less clear whether constructing the fundamental solution
will be useful for us, and so we do not attempt it. We still endeavor to use the method
of layer potentials, whence we appeal to (and adapt) the abstract constructions of Barton
[Bar17], which avoid the use of fundamental solutions entirely. Fundamental solutions
have been constructed in other situations with lower order terms in [DHM18] and [KS19],
but they rely on sign conditions.
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Our results in this series of chapters concern the unique solvability of the classical
L2 boundary value problems in the upper half space Rn+1

+ := Rn×R+, (D)2, (N)2, and
(R)2, as stated in Section 1.2.3 (see (1.2.13), (1.2.14), (1.2.15)). The idea is to follow
a (by now) familiar process for proving L2 existence and uniqueness for these boundary
value problems. This process has three steps, which can be (very) roughly summarized
as:

1. Show square function (and/or non-tangential maximal function) bounds for a linear
operator defined, perhaps by continuous extension, on L2, where the operator
necessarily produces weak solutions to the elliptic equation (for us, this operator is
either the single or double layer potential).

2. Show the boundedness and invertibility of the appropriate boundary trace of the
operator.

3. Show that any solution with square function (and/or non-tangential maximal func-
tion) bounds is, in fact, the solution produced by the linear operator with appropriate
data.

The current chapter is concerned establishing the square function bounds for abstract
layer potential operators, that is, step (1) in the process above. We prove the following.

Theorem 4.1.1 (Square function bound for the single layer potential). Suppose that
L0 = −divA∇ is a divergence form elliptic operator with t-independent coefficients,
and that the matrix A is elliptic. Then, there exists ε0 > 0, depending on n and CA, such
that if M ∈ Mn+1(Rn,C), V ∈ Ln/2(Rn) and Bi ∈ Ln(Rn) are (all) t-independent
with

‖M‖L∞(Rn) + ‖B1‖Ln(Rn) + ‖B2‖Ln(Rn) + ‖V ‖
L
n
2 (Rn)

< ε0,

then for eachm ∈ N, we have the estimate∫∫
Rn+1

+

∣∣tm∂m+1
t SLt f(x)

∣∣2 dx dt
t
≤ C‖f‖2L2(Rn),

where C depends onm, n, and CA, and

L := −div([A+M ]∇+B1) +B2 · ∇+ V.

Under the same hypothesis, the analogous bounds hold for L replaced by L∗, and for
Rn+1

+ replaced by Rn+1
− .
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We point out that in the previous result, there is no restriction on the matrix A, other
than that it be t-independent and satisfy the complex ellipticity condition (1.1.4). In the
homogeneous, purely second order case (i.e., the case that B1, B2, and V are all zero),
this result is due to Rosén [Ros13]; an alternative proof, with an extra hypothesis of De
Giorgi/Nash/Moser regularity, appears in [GdlHH16].

We also obtain a uniform estimate on horizontal slices in terms of the square function.

Theorem 4.1.2 (Uniform control of Y 1,2(Rn) norm on each horizontal slice). Suppose
that u ∈ Y 1,2(Rn+1

+ ) and Lu = 0 in Rn+1
+ in the weak sense. Then for every τ > 0,

‖Trτ u‖
L

2n
n−2 (Rn)

+ ‖Trτ ∇u‖L2(Rn) .
∫ ∞
τ

∫
Rn
t|D2

n+1u|2 dxdt ≤ ‖|tD2
n+1u‖|,

(4.1.3)

where the traces exist in the sense of Lemma 4.2.3, and C depends on m, n, and CA,
provided that max{‖B1‖n, ‖B2‖n, ‖V ‖n

2
} is sufficiently small depending on m, n, and

CA. Under the same hypothesis, the analogous bounds hold for L replaced by L∗, and
for Rn+1

+ replaced by Rn+1
− .

Our results in this series (Chapters 4 and 5) may be best thought of as extensions
of the results in [AAA+11] to lower-order terms as well as complex matrices (and
not only those arising from perturbations of real symmetric coefficients or constant
coefficients), albeit with the important distiction that we do not require DeGiorgi-Nash-
Moser [DeG57,Nas58,Mos61] estimates; this allows us to consider any complex elliptic
matrix for A. Let us mention a few applications of our theorems. For the magnetic
Schrödinger operator−(∇− ia)2 when a ∈ Ln(Rn)n+1 is t−independent and has small
Ln(Rn) norm, we obtain in this chapter the first estimate for the square function and
solvability of the modified problems (D)’2, (N)’2, (R)’2 in the unbounded setting of
the half-space. In fact, since our methods do not rely on an algebraic structure other
than t−independence, we have similar novel conclusions for the generalized magnetic
Schrödinger operators−(∇−ia)A(∇−ia)whereA is a real, symmetric, t−independent,
elliptic, bounded matrix, and a is as above.

This chapter is organized as follows. In Section 4.3 we prove some elementary
but essential PDE estimates, and in Section 4.4 we develop the notion of abstract layer
potentials. Next, we show that for ε0 > 0 small enough, the single and double layer
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potentials have square function estimates (Theorems 4.1.1 and 4.5.5, and Lemma 4.6.2),
which, in turn, give us ‘slice space’ estimates for the single and double layer potentials
(Theorems 4.6.12 and 4.6.17). In passing we remark that this analysis already allows us
to establish the jump relations (as weak limits in L2(Rn))

D±f → (∓1
2I +K)f

and
(∇St)|t=±sf → ∓

1

2

f(x)

An+1,n+1
en+1 + T f

for f in L2, where D and S are the double and single layer potentials.

4.2 Preliminaries

As stated above, our standing assumption will be that n ≥ 3, and the ambient space will
always be Rn+1 = {x, t : x ∈ Rn, t ∈ R}. We employ the following standard notation:

• We will use lower-case x, y, z to denote points in Rn and lower-case t, s, τ to denote
real numbers. By convention, x = (x1, . . . , xn), and xn+1 = t. We will use capital
X,Y, Z to denote points in Rn+1. The symbols e1, . . . , en+1 are reserved for the
standard basis vectors in Rn+1.

• We will often be breaking up vectors into their parallel and perpendicular parts. For
an (n + 1)-dimensional vector ~V = (V1, . . . , Vn, Vn+1), we define its ‘horizontal’ or
‘parallel’ component as

V‖ := (V1, . . . , Vn),

and its ‘vertical’ or ‘transverse’ component as V⊥ = Vn+1. Similarly, we label the
horizontal component of the (n+ 1)-dimensional gradient operator as

∇‖ := ∇x := (∂x1 , . . . , ∂xn),

and the ‘vertical’ component as Dn+1 or ∇⊥.

• Given the (n+1)× (n+1) complex-valued matrixA, for each i, j = 1, . . . , n+1, we
denote by Aij the ij−th entry of A. We denote by Ã the (n+ 1)× n submatrix of A
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consisting of the first n columns of A. We define ~Ai,· as the (n+ 1)−dimensional row
vector made up of the i−th row ofA; similarly we let ~A·,j be the (n+ 1)−dimensional
column vector made up of the j−th row of A.

• We set Rn+1
+ := Rn × (0,+∞) and ∂Rn+1

+ := Rn × {0}. We define Rn+1
− similarly

and often we write Rn in place of ∂Rn+1
+ when confusion may not arise. For t ∈ R,

we denote Rn+1
t = Rn+1

+,t := Rn × (t,∞), and Rn+1
−,t := Rn × (−∞, t).

• The letter Q will always denote a cube in Rn. By `(Q) and xQ we denote the side
length and center of Q, respectively. We write Q(x, r) to denote the cube with center
x and sides of length r, parallel to the coordinate axes.

• Given a (closed) n-dimensional cube Q = Q(x, r), its concentric dilate by a factor
of κ > 0 will be denoted κQ := Q(x, κr). Similar dilations are defined for cubes in
Rn+1 as well as (open) balls in Rn and Rn+1.

• For a, b ∈ [−∞,∞], we set Σb
a :=

{
X = (x, t) ∈ Rn+1 : t ∈ (a, b)

}
.

• Given a Borel setE and Borel measure µ, for any µ|E-measurable function f we define
the µ-average of f over E as

−
∫
E
f dµ :=

1

µ(E)

∫
E
f dµ.

• For a Borel set E ⊂ Rn+1, we let 1E denote the usual indicator function of E; that is,
1E(x) = 1 if x ∈ E, and 1E(x) = 0 if x /∈ E.

• For a Banach space X , we let B(X) denote the space of bounded linear operators
on X . Simiarly, if X and Y are Banach spaces, we denote by B(X,Y ) the space of
bounded linear operators X → Y .

We will work with several function spaces; let us briefly describe them. For the
rest of the chapter, we assume that the reader is familiar with the basics of the theory
of distributions and Fourier Transform and the basics of the theory of Sobolev spaces
(see [Leo17]). We delegate some of the basic definitions and results to these and other
introductory texts.
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Let Ω be an open set in Rk for some k ∈ N. For any m ∈ N and any p ∈
[1,∞), the space Lp(Ω)m = Lp(Ω,Cm) consists of the complex-valued p−th integrable
m−dimensional vector functions over Ω. We equip Lp(Ω,Cm) with the norm

‖~f‖Lp(Ω,Cm) =
( m∑
i=1

∫
Ω
|fi|p

) 1
p
, ~f = (f1, . . . , fm).

For simplicity of notation, we often write ‖~f‖p = ‖~f‖Lp(Ω) = ‖~f‖Lp(Ω,Cm) when the
domain Ω and the dimension of the vector function ~f are clear from the context (most
often, when Ω is the ambient space, which for us means either Ω = Rn or Ω = Rn+1).

The space C∞c (Ω) consists of all compactly supported smooth complex-valued func-
tions in Ω. As usual, we denote D = C∞c (Rn+1), and we let D ′ = D∗ be the space of
distributions on Rn+1. The space S consists of the Schwartz functions on Rn+1, and
S ′ = S ∗ is the space of tempered distributions on Rn+1.

For p ∈ [1,∞), we denote byW 1,p(Ω) the usual Sobolev space of functions inLp(Ω)

whose weak gradients exist and lie in (Lp(Ω))n+1. We endow this space with the norm

‖u‖W 1,p(Ω) := ‖u‖Lp(Ω) + ‖∇u‖Lp(Ω).

We define W 1,p
0 (Ω) as the completion of C∞c (Ω) in the above norm. We shall have

occasion to discuss the homogeneous Sobolev spaces as well: by
.
W 1,p(Ω) we denote the

space of functions in L1
loc(Ω) whose weak gradients exist and lie in Lp(Ω). We equip this

space with the seminorm
|u| .

W 1,p(Ω)
:= ‖∇u‖Lp(Ω),

and point out that
.
W 1,p(Ω) coincides with the completion of the quotient space

C∞(Ω)/C in the | · | .
W 1,p(Ω)

(quotient) norm. For p ∈ (1, n+ 1) and Ω ⊂ Rn+1 an open
set, we define the space Y 1,p(Ω) as

Y 1,p(Ω) :=
{
u ∈ L

(n+1)p
n+1−p (Ω) : ∇u ∈ Lp(Ω)

}
.

Write p∗ := (n+1)p
n+1−p . We equip this space with the norm

‖u‖Y 1,p(Ω) := ‖u‖Lp∗ (Ω) + ‖∇u‖Lp(Ω).
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We define Y 1,p
0 (Ω) as the completion of C∞c (Ω) in this norm. By virtue of the Sobolev

embedding, when p ∈ (1, n+ 1) we have that Y 1,p
0 (Ω) coincides with the completion of

C∞c (Ω) in the
.
W 1,p(Ω) seminorm. Moreover, we have that Y 1,p

0 (Rn+1) = Y 1,p(Rn+1).

The Y 1,2 spaces exhibit the following useful property.

Lemma 4.2.1 (Integrability up to a constant of a function with square integrable gradient
on a half-space). Suppose that u ∈ L1

loc(Σ
b
a) for some a < b, a, b ∈ [−∞,∞], either

a = −∞ or b = +∞, and that the distributional gradient satisfies ∇u ∈ L2(Σb
a). Then

there exists c ∈ C such that u− c ∈ Y 1,2(Σb
a).

The proof is very similar to that of Theorem 1.78 in [MZ97], thus we omit it.

In this chapter, whenever we write u(t) for t ∈ R, we mean

u(t) = u(·, t); (4.2.2)

thus u(t) is a measurable function on Rn. Let us present a fact regarding the regularity
of functions in Y 1,2(Rn+1) when seen as single-variable vector-valued maps. The proof
is omitted as it is straightforward.

Lemma 4.2.3 (Local Hölder continuity in the transversal direction). Suppose that u ∈
Y 1,2(Σb

a) for some a < b. Then it holds that u ∈ Cαloc((a, b);L
2∗(Rn)) for some

exponent α > 0 (see (4.2.2)). Moreover, if ∂t∇u ∈ L2(Σb
a), then we also have that

∇u ∈ Cβloc((a, b);L
2(Rn)) for some β > 0.

Remark 4.2.4. Note that the functions above are representatives ofu(t) and∇u(t), but that
these retain the same properties as their smooth counterparts when acting on functions
defined on the slice {xn+1 = t}. More precisely, for any ~ϕ ∈ C∞c (Rn;Cn) and any
t ∈ (a, b), we have the identity∫

Rn
u(x, t) div‖ ~ϕ(x) dx = −

∫
Rn
∇‖u(x, t) · ~ϕ(x) dx.

The above identity is already true for a.e. t ∈ (a, b), and is seen to be true for arbitrary
t ∈ (a, b) by the continuity of u and ∇u.

Analogously, we introduce Y 1,2(Rn) as

Y 1,2(Rn) :=
{
u ∈ L

2n
n−2 (Rn) : ∇u ∈ L2(Rn)

}
, (4.2.5)
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and equip it with the norm

‖u‖Y 1,2(Rn) := ‖u‖
L

2n
n−2 (Rn)

+ ‖∇u‖L2(Rn).

Note carefully that in our convention, 2∗ = 2(n+1)
n−1 6=

2n
n−2 .

Some fractional Sobolev spaces will be useful for us when discussing trace operators.
Let F : L2(Rn) → L2(Rn) be the Fourier transform. Throughout this chapter, we shall
also denote û := Fu. We write

H
1
2 (Rn) =

{
u ∈ L2(Rn) :

∫
Rn

(
1 + |ξ|

)
|û(ξ)|2 dξ < +∞

}
.

The space
.
H

1
2 (Rn) consists of those tempered distributions u ∈ S ′ whose Fourier

transform û ∈ S ′ is a measurable function verifying that
∫
Rn |ξ||û(ξ)|2 dξ < +∞.

Naturally, this space comes equipped with the seminorm |u| .
H

1
2 (Rn)

=
∫
Rn |ξ||û(ξ)|2 dξ.

We define the space H
1
2
0 (Rn) =

.
H

1
2
0 (Rn) as the completion of C∞c (Rn) under the.

H
1
2 (Rn) seminorm. We write H−

1
2 (Rn) := (H

1
2
0 (Rn))∗, and emphasize that we are

departing from notation used elsewhere in the literature. Since H
1
2
0 (Rn) ) H

1
2 (Rn),

it follows that H−
1
2 (Rn) is contained in the dual space of H

1
2 (Rn), which is the usual

(inhomogeneous) fractional Sobolev space of order −1/2 that coincides with the space{
u ∈ S ′(Rn) :

∫
Rn

(1 + |ξ|2)−
1
2 |û(ξ)|2 dξ < +∞

}
.

For a survey on the properties of fractional Sobolev spaces, see [DPV12]. We state
without proof two easy results which are nevertheless useful.

Proposition 4.2.6 (Sobolev embeddings of the fractional Sobolev spaces). Let p+ := 2n
n−1

and p− := 2n
n+1 . Then we have the continuous embeddings H

1
2
0 (Rn) ↪→ Lp+(Rn),

Lp−(Rn) ↪→ H−
1
2 (Rn).

Proposition 4.2.7. The map ∇ : H
1
2
0 (Rn)→ H−

1
2 (Rn) is bounded.

For fixed t ∈ R and any open set Ω ⊂ Rn+1 with nice enough (but possibly un-
bounded) boundary such that Rn × {τ = t} ⊂ Ω, we define the trace operator

Trt : C∞c (Ω)→ C∞c (Rn), Trt u = u(·, t). (4.2.8)
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The relevance of the fractional Sobolev spaces to our theory comes from the following
trace result; we cite a paper with the proof for traces of functions in

.
W 1,2(R2), but the

result is straightforwardly extended to our situation.

Lemma 4.2.9 (Traces of Y 1,2 functions; [Str16]). Fix t > 0. LetΩ be eitherRn+1,Rn+1
t ,

or Rn+1
−,t . Then, for each s ∈ R such that there exists x ∈ Rn with (x, s) ∈ Ω, the trace

operator Trs (see (4.2.8)) extends uniquely to a bounded linear operator Y 1,2(Ω) →
H

1
2
0 (Rn).

Definition 4.2.10 (Local weak solutions). Let Ω ⊆ Rn+1 be an open set with Lipschitz
(but possibly unbounded) boundary, and fix f ∈ L1

loc(Ω), F ∈ L1
loc(Ω,Cn+1), and

u ∈W 1,2
loc (Ω). We say that u solves the equation Lu = f − divF in Ω in the weak sense

if, for every ϕ ∈ C∞c (Ω), the identity∫∫
Rn+1

(
(A∇u+B1u) · ∇ϕ+B2 · ∇uϕ

)
=

∫∫
Rn+1

(
fϕ+ F · ∇ϕ

)
(4.2.11)

holds.

Remark 4.2.12. Suppose that Ω is as in Lemma 4.2.9. By a standard density argument, if
u ∈ Y 1,2(Ω) solves Lu = f + divF in Ω in the weak sense and either

• F ∈ L2(Ω) and f ∈ L(2n+2)/(n+3)(Ω), or
• Ω = D × I , where D is a domain with nice enough (but possibly unbounded)
boundary and I is an interval, and

F ∈ L2(Ω), f ∈ L2(I;L(2n)/(n+2)(D)) + L(2n+2)/(n+3)(Ω), (4.2.13)

then (4.2.11) holds for all ϕ ∈ Y 1,2
0 (Ω). A similar observation to the second item can be

made if Ω is a ball in Rn+1.

For an infinite interval I ⊂ R and a Banach space X , let Ck0 (I;X) be the space of
functions f : I → X such that all their first k derivatives f (l) : I → X , 0 ≤ l ≤ k, exist,
are continuous on I , and satisfy that limt→∞ ‖f (l)(t)‖X = 0 for all 0 ≤ l ≤ k. When
k = 0, we will omit the superscript and simply write C0 = C.

We also state, without proof, the following criterion for the existence of weak deriva-
tives in L2(I;X). See [CH98] for further results and definitions.
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Theorem 4.2.14 (Vector-valued weak derivatives; [CH98] Theorem 1.4.40). Suppose
thatX is a reflexive Banach space and let I ⊂ R be a (not necessarily bounded) interval.
Let f ∈ L2(I;X). Then f ∈ W 1,2(I;X) if and only if there exists ϕ ∈ L2(I;R) such
that for any t, s ∈ I , the estimate

‖f(t)− f(s)‖X ≤
∣∣∣ ∫ t

s
ϕ(r) dr

∣∣∣
holds. Moreover, for a.e. t ∈ I , the difference quotients

∆hf(t) :=
f(t+ h)− f(t)

h
, h ∈ R, |h| � 1,

converge weakly in X to f ′(t) as h→ 0.

Remark 4.2.15. We will see that if u ∈W 1,2
loc (Rn+1

+ ) ∩ S2
+ and Lu = 0 in Rn+1

+ , then by
Caccioppoli’s inequality (on slices) we have that

‖u‖S2
+
≈ sup

t>0
‖u(t)‖Y 1,2(Rn) + sup

t>0
‖u′(t)‖L2(Rn)

≈ sup
t>0
‖∇‖Trt u‖L2(Rn) + sup

t>0
‖Trt(Dn+1u)‖L2(Rn).

We now state a Trace Theorem in cubes. We set

I±R := (−R,R)n × (0,±R), IR := (−R,R)n+1, ∆R := (−R,R)n × {0}.

Proposition 4.2.16 (Trace operator on a cube). Let H
1
2 (∆R) be the space consisting

of pointwise restrictions of functions in H
1
2 (Rn) to ∆R. There exists a bounded linear

operator Tr0
± : W 1,2(I±R )→ H

1
2 (∆R) (called the trace operator associated to I±R ) with

the following properties.

(i) For each u ∈ C∞(I±R ), Tr0
± u(·) = u(·, 0).

(ii) For each Φ ∈ C∞c (IR), the identity∫
∆R

(Tr0
± u)φ = ∓

∫∫
I±R

(uDn+1Φ +Dn+1uΦ)

holds, where φ(·) = Φ(·, 0).

In particular, the traces are consistent in the sense that for every R′ < R, the restriction
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to I±R′ of the trace operator associated to I
±
R , agrees with the trace in I

±
R′ .

Proof. The result follows from the usual Trace Theorem on Lipchitz domains (see, for
instance, [Leo17] Theorem 15.23 and the results which follow this theorem) and the fact
that I+

R is an extension domain forW 1,2 (see [Leo17] Theorem 12.15).

We now remark that the zeroth-order term V in our differential equation can be
absorbed into the first order terms.

Lemma 4.2.17 (Zeroth order term absorbed by first order terms). Let L be as in (1.2.10)
with

max
{
‖B1‖n, ‖B2‖n, ‖V ‖n

2

}
≤ ε0.

Then
L = −div(A∇+ B̃1) + B̃2 · ∇,

where
max

{
‖B̃1‖n, ‖B̃2‖n,

}
≤ Cnε0.

Proof. We write

V (x) = −divx∇‖I2V (x) = cn divx ~RI1V (x),

where Iα is the α-order Riesz potential

(Iαf)(x) =
1

cα

∫
Rn

f(y)

|x− y|α
dy,

and ~R is the Riesz transform on Rn. For definitions and properties, see [Ste70b]. To
conclude the lemma, we note that I1 : Ln/2(Rn)→ Ln(Rn) and ~R is a bounded operator
Ln(Rn)→ [Ln(Rn)]n.

Observe that it suffices that V ∈
.
Ln−1 = {V ∈ D ′ : I1V ∈ Ln}, with small norm.

Thus, our results hold under this slightly more general assumption on V .

Accordingly, from now on we drop the term V from our operator. We obtain invert-
ibility of the operator L on the Hilbert space Y 1,2(Rn+1) when the size of the lower order
terms is small enough.
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Definition 4.2.18 (Sesquilinear form and associated operator). Define the sesquilinear
form BL : C∞c (Rn+1)× C∞c (Rn+1)→ C via

BL[u, v] :=

∫∫
Rn+1

[
A∇u · ∇v + uB1 · ∇v + vB2 · ∇u

]
, u, v ∈ C∞c (Rn+1).

Define the operator L : D → D ′ via the identity

〈Lu, v〉 = BL[u, v], u, v ∈ C∞c (Rn+1).

It is clear that L is linear.

In fact, the form BL extends to a bounded, coercive form on the product space
Y 1,2(Rn+1)×Y 1,2(Rn+1), and the operatorL extends to an isomorphism Y 1,2(Rn+1)→
(Y 1,2(Rn+1))∗. This is precisely the content of the following result.

Proposition 4.2.19 (Extension of operator to Y 1,2). The form BL extends to a bounded
form on Y 1,2(Rn+1); that is,

|BL[u, v]| . ‖∇u‖2‖∇v‖2, for all u, v ∈ C∞c (Rn+1),

with the implicit constant depending on n,CA and max
{
‖B1‖n, ‖B2‖n

}
. Hence L

extends to a bounded operator Y 1,2(Rn+1)→ (Y 1,2(Rn+1))∗.

Moreover, there exists a constant ε0 = ε0(n,CA) > 0 such that if
max

{
‖B1‖n, ‖B2‖n

}
< ε0, then BL is also coercive in Y 1,2(Rn+1) with lower bound

1/(2CA); that is,

1

2CA
‖∇u‖22 . ReBL[u, u], for all u ∈ C∞c (Rn+1).

In particular, if max
{
‖B1‖n, ‖B2‖n

}
< ε0, then by the Lax-Milgram Theorem the

operator L−1 : (Y 1,2(Rn+1))∗ → Y 1,2(Rn+1) exists as a bounded linear operator.

Proof. The proof is straightforward, thus omitted. �

Remark 4.2.20. We will always assume that max{‖B1‖n, ‖B2‖n} < ε0, as above. The
value of ε0 may be made smaller, but it will always depend only on n and CA, and we
will explicitly state when we impose further smallness.
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Definition 4.2.21 (Dual operator). Associated toLwe also have the dual operator, denoted
L∗ : Y 1,2(Rn+1)→ (Y 1,2(Rn+1))∗, defined by the relation

〈Lu, v〉 = 〈u,L∗v〉.

It is a matter of algebra to check that

L∗v = −div(A∗∇v +B2v) +B1 · ∇v

holds in the weak sense.

In particular, L∗ is an operator of the same type as L and if
max{‖B1‖n, ‖B2‖n} < ε0 so that L−1 is defined, then (L∗)−1 is well defined, bounded,
and satisfies (L∗)−1 = (L−1)∗.

4.2.1 Generalized Littlewood-Paley Theory

In this subsection, we review some of the known results from the generalized Littlewood-
Paley theory. Here, the generalization is that one replaces the classical smoothness
assumption by a so-called quasi-orthogonality condition, and one replaces the classical
pointwise decay condition by off-diagonal decay in an L2 sense.

First, we introduce the square function norm ‖| · ‖|. We define

‖|F‖|± :=
(∫∫

Rn+1
±

|F (x, t)|2 dx dt
t

)1/2
, ‖|F‖|all :=

(∫∫
Rn+1

|F (x, t)|2 dx dt
t

)1/2
.

For a family of linear operators on L2(Rn), {θt}t>0, we define

‖|θt‖|+,op := sup
‖f‖2=1

‖|θtf‖|+,

and similarly define ‖|θt‖|−,op and ‖|θt‖|all,op. Wewill often drop the sign in the subscript
when in context it is understood that we work in the upper half space.

Recall that a Borel measure µ on Rn+1
+ is called Carleson if there exists a constant

C such that µ(RQ) ≤ C|Q| for all cubes Q ⊂ Rn, where RQ = Q × (0, `(Q)) is the
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Carleson box above Q. Given a measurable function Υ on Rn+1
+ , we define

‖Υ‖C := sup
Q

1

|Q|

∫ `(Q)

0

∫
Q
|Υ(x, t)|2 dx dt

t
,

where the supremum is taken over all cubes Q ⊂ Rn. In other words, ‖Υ‖C <∞ if and
only if |Υ(x, t)|2 dx dt

t is a Carleson measure; in this case, we say that Υ ∈ C. There is
a deep connection between Carleson measures and square function estimates, as seen in
the T1 theorem for square functions of Christ and Journé [CJ87]. In this chapter, we use
a generalized version of their result [GdlHH16, Theorem 4.3].

We record several results from [AAA+11], whichwill be crucial in establishing square
function estimates for solutions.

Definition 4.2.22 (Good off-diagonal decay). We say that a family of linear operators on
L2(Rn), {θt}t>0, has good off-diagonal decay if there existM ≥ 0 and C > 0 such that
for all f ∈ L2(Rn), the estimate

‖θt(f12k+1Q\2kQ)‖2L2(Q) .M 2−nk
( t

2k`(Q)

)2M+2
‖f‖2L2(2k+1Q\2kQ)

holds for every cube Q ⊂ Rn, every k ≥ 2 and all 0 < t ≤ C`(Q). Here, the implicit
constants may depend only on dimension,M , and on the family of operators.

If b ∈ L∞(Rn), then for any cube Q in Rn and any t ∈ (0, C`(Q)), it can be
shown via the good off-diagonal decay that θt(b1Rn\Q) ∈ L2(Q). This allows us to
define θtb := θ(b1Q) + θt(b1Rn\Q) ∈ L2(Q) for any t > 0 and Q with `(Q) ≥ t/C

(the independence of θtb over Q is given by the linearity). Thus, for b ∈ L∞(Rn),
θtb ∈ L2

loc(Rn) for each t > 0. We omit further details.

Lemma 4.2.23 (Consequences of off-diagonal decay; [FS72], [AAA+11, Lemma 3.2]).
Suppose that {θt}t>0 is a family of linear operators on L2(Rn) with good off-diagonal
decay which verifies that ‖|θt‖|op ≤ C. Then, for every b ∈ L∞(Rn) (see the above
remarks), the family {θt}t>0 satisfies the estimate

‖θtb‖C . (1 + ‖|θt‖|2op)‖b‖2∞.
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Moreover, if ‖θt‖L2→L2 . 1 and θt1 = 0 for all t > 0, then for every b ∈ BMO(Rn),

‖θtb‖C . (1 + ‖|θt‖|2op)‖b‖2BMO.

Lemma 4.2.24 ([AAA+11, Lemma 3.11]). Suppose that {θt}t>0 is a family of linear
operators on L2(Rn) with good off-diagonal decay and which satisfies ‖θt‖L2→L2 . 1

for all t > 0. For each t > 0, letAt denote a self-adjoint averaging operator on L2(Rn),
given as Atf =

∫
Rn f(y)ϕt(·, y) dy, whose kernel satisfies

0 ≤ ϕt(x, y) . t−n1|x−y|≤Ct, and
∫
Rn
ϕt(x, y) dy = 1.

Then for each t > 0 and any b ∈ L∞(Rn), the function θtb is well defined as an element
of L2

loc(Rn), and we have that

sup
t>0
‖(θtb)Atf‖L2(Rn) . ‖b‖∞‖f‖2.

Lemma 4.2.25 ( [AAA+11, Lemma 3.5]). Suppose that {Rt}t>0 is a family of operators
on L2(Rn) with good off-diagonal decay, and suppose further that ‖Rt‖L2→L2 . 1 and
Rt1 = 0 for all t > 0 (note that by Lemma 4.2.24, Rt1 is defined as an element of
L2

loc(Rn)). Then for each h ∈
.
W 1,2(Rn), we have that∫
Rn
|Rth|2 . t2

∫
Rn
|∇xh|2.

If, in addition, ‖Rt divx ‖L2→L2 . 1
t , then we also have for each f ∈ L

2(Rn) that∫
Rn+1

+

|Rtf(x)|2 dx dt
t
. ‖f‖22.

The following definition is important in establishing quasi-orthogonality estimates
(compare to the notion of an ε-family in [CJ87]).

Definition 4.2.26 (CLPFamily). Wesay that a family of convolution operators onL2(Rn),
{Qs}s>0, is a CLP family (“Calderón-Littlewood-Paley” family), if there exist σ > 0 and
ψ ∈ L1(Rn) satisfying

|ψ(x)| . (1 + |x|)−n−σ, and |ψ̂(ξ)| . min(|ξ|σ, |ξ|−σ),
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such that the following four statements hold.

i) The representation Qsf = s−nψ(·/s) ∗ f holds for each f ∈ L2(Rn).
ii) For each f ∈ L2(Rn), we have control of the following L2 norms uniformly in s:

sup
s>0

(‖Qsf‖2 + ‖s∇Qsf‖2) . ‖f‖2.

iii) For each f ∈ L2(Rn), we have the square function estimate∫ ∞
0

∫
Rn
|Qsf(x)|2 dx ds

s
. ‖f‖22.

iv) Let I : L2(Rn)→ L2(Rn) be the identity operator. The equation∫ ∞
0
Q2
s

ds

s
= I

holds in the sense that the Bochner integrals
∫ R
δ Q

2
s
ds
s converge to I in the strong

operator topology on B(L2(Rn)) as δ → 0 and R→∞.

Proposition 4.2.27 (Qualitative mappings). Let f ∈ Y 1,2(Rn) and {Qs}s>0 be either

a) A standard Littlewood-Paley family as in Definition 4.2.26, with kernel ψ, with the
additional condition that there exists σ > 1 such that |ψ̂(ξ)| . min(|ξ|σ, |ξ|−σ).

b) Qs = I − Ps, where Ps is a nice approximate identity.

Then for all s > 0, we have that Qsf ∈W 1,2(Rn).

Proof. In either case, via Plancherel’s Theorem, it will suffice to estimate the L2 norm of
Q̂sf . In case a), by basic properties of the Fourier Transform, we see that∫

Rn
|Q̂sf(ξ)|2 dξ =

∫
Rn
|ψ̂(sξ)|2|f̂(ξ)|2 dξ

.
∫
Rn

min(|sξ|σ−1, |sξ|−σ−1)2|ξ|2|f̂(ξ)|2 dξ,

whence the desired conclusion follows in this case. For case b), we similarly compute,
using Plancherel’s Theorem and the Fundamental Theorem of Calculus, that if ϕ is the
radial kernel of the nice approximate identity Ps,
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∫
Rn
|Q̂sf(ξ)|2 dξ =

∫
Rn
|1− ϕ̂(s|ξ|)|2|f̂(ξ)|2 dξ =

∫
Rn
|f̂(ξ)|2

∣∣∣ ∫ s|ξ|

0
ϕ̂′(τ) dτ

∣∣∣2 dξ
≤
∫
Rn
s2|ξ|2|f̂(ξ)|2−

∫ s|ξ|

0
|ϕ̂′(τ)|2 dτ dξ ≤ s2‖ϕ̂′‖L∞(Rn)

∫
Rn
|ξ|2|f̂(ξ)|2 dξ.

4.3 Elliptic theory estimates

In this section, we establish several estimates for the operators under consideration, which
are ‘standard’ in the elliptic theory. We begin with Caccioppoli-type estimates.

4.3.1 Caccioppoli-type inequalities

Let us first show

Proposition 4.3.1 (Caccioppoli inequality, [DHM18]). Let Ω ⊂ Rn+1 be an open set.
Suppose that u ∈W 1,2

loc (Ω), f ∈ L2
loc(Ω), ~F ∈ L2

loc(Ω)n+1, and that Lu = f − div ~F in
Ω in the weak sense. Then, for every ball B ⊂ 2B ⊂ Ω, the estimate∫∫

B
|∇u|2 .

∫∫
2B

( 1

r(B)2
|u|2 + |~F |2 + r(B)2|f |2

)
,

holds, with the implicit constant depending only on n and CA.

The above estimate is a particular case of a Caccioppoli inequality obtained in a very
general setting of elliptic systems in [DHM18]. Since our techniques will be exploited in
several calculations later, we present here a self-contained proof.

Proof. Consider η ∈ C∞c (2B) such that 0 ≤ η ≤ 1, η ≡ 1 in B and |∇η| . r(B)−1.
Note that uη2 is a valid testing function in (4.2.11), and therefore we obtain that∫∫

Rn+1

C−1
A |∇u|

2η2 ≤
∫∫

Rn+1

A∇u · ∇uη2

=

∫∫
Rn+1

(
− 2(A∇u · ∇η)ηū+B1u · ∇(uη2)−B2 · ∇uuη2

)
+

∫∫
Rn+1

(
~F · ∇(uη2) + fuη2

)
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=: I + II + III + IV + V.

To handle the term I , we use Cauchy’s inequality with ε > 0 and the boundedness of A
to obtain that

|I| ≤ 2CA

∫∫
Rn+1

|∇u|η|∇η||u| ≤ CAε
∫∫

Rn+1

|∇u|2η2 +
CA
ε

∫∫
Rn+1

|u|2|∇η|2.

with ε small enough (depending only on CA) that we can hide the first term. The second
term is seen to be of a desired form after using the bound on |∇η|.

To handle the term III , we use the Hölder and Sobolev inequalities in Rn coupled
with the t−independence of B2, as follows:

|III| ≤
∫ ∞
−∞

∫
Rn
|B2|(|∇u|η)|u|η dxdt

≤
∫ ∞
−∞
‖B2‖Ln(Rn)‖η∇u‖L2(Rn)‖uη‖

L
2n
n−2 (Rn)

dt

. ‖B2‖Ln(Rn)

∫ ∞
−∞
‖η∇u‖L2(Rn)‖∇‖(uη)‖L2(Rn) dt

≤ ‖B2‖Ln(Rn)

∫ ∞
−∞

(
‖η∇u‖2L2(Rn) + ‖η∇u‖L2(Rn)‖u∇η‖L2(Rn)

)
dt.

Using the Cauchy inequality on the second term, we arrive at the estimate

|III| . ‖B2‖n
∫∫

Rn+1

(
|∇u|2η2 + |u|2|∇η|2

)
.

If we choose ‖B2‖n < ε0 (see Proposition 4.2.19) with ε0 small enough (depending only
on n and CA), we can hide the first term, while the second term is of a desired form.

To handle the term II , notice that the product rule allows us to write the estimate

|II| ≤
∫∫

Rn+1

(
|B1||u||∇u|η2 + 2|B1||u|2η|∇η|

)
=: II1 + II2.

The first term is handled similarly as III . As for II2, we appeal again to the Hölder and
Sobolev inequalities, together with the t-independence of B1, to see that

|II| .
∫ ∞
−∞
‖B1‖Ln(Rn)‖u∇η‖L2(Rn)‖uη‖L2n/n−2(Rn) dt
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. ‖B1‖Ln(Rn)

∫ ∞
−∞
‖u∇η‖L2(Rn)‖∇‖(uη)‖L2(Rn) dt,

and this last expression may be handled in the same way as in II .

For the term IV , we use the product rule to obtain that

|IV | ≤
∫∫

Rn+1

(
|~F |η|∇u|η + 2|~F |η|u||∇η|

)
=: IV1 + IV2.

The first term may be estimated with the Cauchy’s inequality with ε:

IV1 ≤
∫∫

2B

(1

ε
|~F |2 + ε|∇u|2η2

)
,

and we can hide the second term. The term IV2, since after using the Cauchy inequality,
both terms are of a desired form:

IV2 ≤
∫∫

2B

(
|~F |2 + |u|2|∇η|2

)
.

Combining these estimates gives∫∫
B
|∇u|2 ≤

∫∫
Rn+1

|∇u|2η2 .
1

r(B)2

∫∫
2B

(
|u|2 + |~F |2

)
+ |V |.

To handle the term V , we use the Cauchy inequality to obtain that

|V | ≤
∫∫

Rn+1

|f ||u|η2 ≤
∫∫

2B

(
r(B)2|f |2 +

1

r(B)2
|u|2
)
.

This completes the proof.

Remark 4.3.2 (Y 1,p form a complex interpolation scale). In the case of purely second
order operators (that is, B1 = B2 = 0), we may exploit the fact that constants are
always null-solutions. Applying the Poincaré inequality, we obtain a weak reverse Hölder
inequality for ∇u, which in particular implies Lp integrability for the gradient, for some
p > 2. We do not obtain the analogous estimate here, but rather a suitable substitute.
More precisely, we shall muster an Lp version of the Caccioppoli inequality. In order to
prove this result, we remark that the spaces Y 1,p(Rn+1) and their dual spaces, (Y 1,p)∗,
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form a complex interpolation scale, with

[Y 1,p1 , Y 1,p2 ]θ = Y 1,pθ ,
1

pθ
=

1− θ
p1

+
θ

p2
,

for θ ∈ (0, 1) and 1 < p1 < p2 < n. We may show this fact by gathering the following
two ingredients. First, the homogeneous spaces

.
W 1,p form a complex interpolation

scale (see [Tri95]). Next, one uses that the map that sends an element in
.
W 1,p to

its unique representative in Y 1,p is a ‘retract’ (see [KMM07, Lemma 7.11] and the
discussion preceding it). Thus, we employ [KMM07, Lemma 7.11] and conclude that the
spaces Y 1,p form a complex interpolation scale. The fact that (Y 1,p)∗ form a complex
interpolation scale is a general consequence of the interpolation scale for Y 1,p; see, for
instance, [BL76, Theorem 4.5.1].

The Lp Caccioppoli inequality will also make use of the well-known lemma of
Šneı̆berg [Šne74]. The (explicitly) quantitative version stated here appears in
[ABES19].

Theorem 4.3.3 (Šneı̆berg’s Lemma [ABES19, Theorem A.1],[Šne74]). Let
X = (X0, X1) and Y = (Y0, Y1) be interpolation couples of Banach spaces, and
T ∈ B(X,Y ). Suppose that for some θ∗ ∈ (0, 1) and some κ > 0, the lower bound
‖Tx‖Yθ∗ ≥ κ‖x‖Xθ∗ holds for all x ∈ Xθ∗ . Then the following statements are true.

(i) Given 0 < ε < 1/4, the lower bound ‖Tx‖Yθ ≥ εκ‖x‖Xθ holds for all x ∈ Xθ,
provided that |θ − θ∗| ≤ κ(1−4ε) min{θ∗,1−θ∗}

3κ+6M , whereM = maxj=0,1 ‖T‖Xj→Yj .
(ii) If T : Xθ∗ → Yθ∗ is invertible, then the same is true for T : Xθ → Yθ if θ is as in

(i). The inverse mappings agree onXθ ∩Xθ∗ and their norms are bounded by 1
εκ .

Using the above result, we can easily obtain

Lemma 4.3.4 (Invertibility of L in a window around 2). Let p ∈ (1, n) be such that
p′ < n, where p′ is the Hölder conjugate of p. The operator L extends to a bounded
operator Y 1,p(Rn+1) → (Y 1,p′(Rn+1))∗. Moreover, the operator is invertible if |p− 2|
is small enough depending on n and CA.

Remark 4.3.5. Here and throughout, we assume that the range of p near 2 in Lemma 4.3.4
is such that p∗ = (n+1)p

n+1+p < 2.

The following lemma details the modification to the operator output upon multiplying
a solution by a cut-off function.
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Lemma 4.3.6. Let Ω ⊂ Rn+1 be an open set. Suppose that u ∈ W 1,2
loc (Ω) satisfies

Lu = 0 in Ω in the weak sense. Then for any χ ∈ C∞c (Ω,R), we have that

L(χu) = div ~F + f (4.3.7)

in Rn+1 in the weak sense, where ~F = A(∇χ)u, and f = −A∇u · ∇χ − B1u∇χ +

B2u∇χ.

Proof. We apply the operator L to uχ and test against ϕ ∈ C∞c (Rn+1) with the goal in
mind of extracting a term of the form 〈Lu, ϕχ〉 = 0. Observe that

∫
Rn+1

A∇(uχ)·∇ϕ =

∫
Rn+1

A∇u·∇(χϕ)+

∫
Rn+1

uA∇χ·∇ϕ−
∫
Rn+1

[A∇u·∇χ]ϕ,∫
Rn+1

(B1uχ) · ∇ϕ = +

∫
Rn+1

B1u∇(χϕ)−
∫
Rn+1

[B1u∇χ]ϕ,∫
Rn+1

B2∇(uχ)ϕ =

∫
Rn+1

B2∇uχϕ+

∫
Rn+1

[B2u∇χ]ϕ,

where we use that χ is real-valued. Collecting the first terms in each inequality and noting
that ϕχ ∈ C∞c (Ω), we realize that the contribution of these terms is 〈Lu, ϕχ〉 = 0. Then
we have that 〈L(χu), ϕ〉 = 〈div ~F + f, ϕ〉, as desired.

We are now ready to combine the past few results and obtain the local high integrability
of the gradient.

Lemma 4.3.8 (Local high integrability of the gradient of a solution). LetΩ be an open set.
Suppose that u ∈ W 1,2

loc (Ω) solves Lu = 0 in Ω in the weak sense. Then u ∈ W 1,p
loc (Ω),

where p is close to 2 and depends only on n,CA and ε0. Moreover, for anyχ ∈ C∞c (Ω,R)

we have the estimate

‖χu‖Y 1,p(Rn+1) ≤ ‖L−1(div ~F + f)‖Y 1,p(Rn+1) . ‖~F‖p + ‖f‖p∗ ,

where ~F and f are as in Lemma 4.3.6.

Proof. Let ~F and f be as in the previous lemma. One may verify, using the Sobolev
embedding and the fact that χ is smooth and compactly supported, that ~F ∈ L1(Rn+1)∩
L2∗(Rn+1) and that f ∈ L1(Rn+1)∩L2(Rn+1). Choosing p > 2 with |p−2| sufficiently
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small, we may apply Lemma 4.3.4 to show that the operator L extends to a bounded and
invertible operator Y 1,p(Rn+1) → (Y 1,p′(Rn+1))∗. Hence L−1 is bounded. Applying
L−1 to each side of (4.3.7), we obtain that

‖χu‖Y 1,p ≤ ‖L−1(div ~F + f)‖Y 1,p . ‖~F‖p + ‖f‖p∗ .

Here, we note that Lp∗ embeds continuously into (Y 1,p′)∗, and div ~F ∈ (Y 1,p′)∗ since
~F ∈ Lp. This observation uses the identity [(p′)∗]′ = p∗ and the continuous embedding
Y 1,p′(Rn+1) ↪→ L(p′)∗(Rn+1).

Finally, we provide a more precise version of the above Lemma, namely the Lp-
Caccioppoli inequality.

Proposition 4.3.9 (Lp-Caccioppoli inequality). Let Ω ⊂ Rn+1 be an open set and let
u ∈ W 1,2

loc (Ω) solve Lu = 0 in Ω in the weak sense. Suppose that B is a ball such that
κB ⊂ Ω for some κ > 1. Then, for every p > 0 such that |p− 2| is small enough that the
conditions of Lemma 4.3.8 are satisfied, the estimate

‖∇u‖Lp(B) .
1

r(B)
‖u‖Lp(κB) (4.3.10)

holds, where the implicit constants depend on κ, p, n, CA, and ε0.

Proof. Set r := r(B) and let χ = η2 with η ∈ C∞c (1+κ
2 B,R), 0 ≤ η ≤ 1, |∇η| . 1

r .
Note that χ has the same properties as η. The estimate (4.3.10) will follow immediately
from the estimate

‖uχ‖Y 1,p(Rn+1) .
1

r
‖u‖Lp(κB), (4.3.11)

since ‖∇u‖Lp(B) . ‖(∇u)χ‖p and (the reverse triangle inequality yields)

‖(∇u)χ‖p − ‖(∇χ)u‖p . ‖∇(uχ)‖p ≤ ‖uχ‖Y 1,p(Rn+1).

We immediately note that we have already established (4.3.11) in the case p = 2; this is
the classical Caccioppoli inequality. Applying Lemma 4.3.8, we have that

‖χu‖Y 1,p(Rn+1) . ‖~F‖p + ‖f‖p∗ , (4.3.12)
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where ~F and f are as in Lemma 4.3.6. The bound

‖~F‖p = ‖A∇χu‖p .
1

r
‖u‖Lp(κB) (4.3.13)

is trivial from the properties of A and χ and desirable from the standpoint of (4.3.11). It
remains to find appropriate bounds for the terms appearing in the expression for f . To
this end, we have by Minkowski’s inequality that

‖f‖p∗ ≤ ‖A∇u · ∇χ‖p∗ + ‖B1u∇χ‖p∗ + ‖B2u∇χ‖p∗ = I + II + III.

Before continuing, we remark that the relation n+1
p∗

= n+1
(n+1)p [(n+ 1) + p] = n+1

p + 1

holds. Using the L2 Caccioppoli inequality, Jensen’s inequality and the fact that
p > 2, we have that

I = ‖A∇u · ∇χ‖p∗ . r
n+1
p

(
−
∫

1+κ
2
B
|∇u|2

) 1
2
.

1

r
r
n+1
p

(
−
∫
κB
|u|2
) 1

2

.
1

r
r
n+1
p

(
−
∫
κB
|u|p
) 1
p
.

1

r

(∫
κB
|u|p
) 1
p
. (4.3.14)

Next we bound II and III . The Sobolev embedding on Rn and the Caccioppoli
inequality 1 yield for i = 1, 2 the estimate

‖Biu(∇χ)‖p∗ .
1

r
‖Bi(uη)‖p∗ .

1

r
r
n+1
p∗

(
−
∫

1+κ
2
B
|Bi(uη)|p∗

) 1
p∗

.
1

r
r
n+1
p∗ r−

n+1
2

(∫
1+κ

2
B
|Bi(uη)|2

) 1
2
.

1

r
r
n+1
p∗ r−

n+1
2

(∫
Rn+1

|∇(uη)|2
) 1

2

.
1

r
r
n+1
p

(
−
∫
κB
|u|2
) 1

2
.

1

r

(∫
κB
|u|p
) 1
p
. (4.3.15)

Combining (4.3.13), (4.3.14) and (4.3.15) with (4.3.12) and the definitions of ~F and f ,
we obtain (4.3.11). As we had reduced the proof of the statement of the Proposition to
(4.3.11), we have thus shown our claim.

1More precisely, we use (4.3.11) with p = 2.
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4.3.2 Properties of solutions and their gradients on slices

Our next goal is to study the t-regularity of our solutions as well as their properties on
‘slices’, which are sets of the form {(x, t) : t = t0}. Let us first note that t−derivatives
of solutions are solutions.

Proposition 4.3.16 (The t-derivatives of solutions are solutions). Let Ω ⊂ Rn+1 be an
open set, let f, ~F ∈ L2

loc(Ω), and suppose that u ∈W 1,2
loc (Ω) satisfies Lu = f − div ~F in

Ω in the weak sense. Assume further that ft := ∂tf ∈ L2
loc(Ω) and ~Ft := ∂t ~F ∈ L2

loc(Ω).
Then the function v = ∂tu lies in W 1,2

loc (Ω) and satisfies Lv = ft − divFt in Ω in the
weak sense.

Proof. Fix a ball B ⊂ 2B ⊂ Ω and consider the difference quotients

uh :=
u(·+ hen+1)− u(·)

|h|
, |h| < dist(B, ∂Ω).

We define fh and ~Fh similarly. By t-independence of the coefficients, we have that
Luh = fh − div ~Fh in B for any such h. By the Caccioppoli inequality (Proposition
4.3.1), we obtain that for any h as above,∫∫

B
|∇uh|2 .

∫∫
2B

( 1

r(B)2
|uh|2 + |~Fh|2 + r(B)2|fh|2

)
.
∫∫

2B

( 1

r(B)2
|∂tu|2 + |~Ft|2 + r(B)2|ft|2

)
.

In particular, the difference quotients of ∇u are bounded, which implies that ∂tu ∈
W 1,2

loc (Ω). Consequently, we must have that the difference quotients uh converge weakly
(in W 1,2

loc (Ω)) to v = ∂tu (and similarly for fh and ~Fh). From (4.2.11) and the fact that
Luh = fh − div ~Fh, we conclude that Lv = ft − div ~Ft, as desired.

We now check that t−derivatives of solutions are well-behaved on horizontal strips.

Lemma 4.3.17 (Good integrability of the t-derivative of a solution on a strip). Denote
Σb
a :=

{
(x, t) ∈ Rn+1 : a < t < b

}
. Suppose that u and v := ∂tu are as in Proposition

4.3.16 with Ω = Σb
a, and suppose further that v ∈ L2(Σb

a). Then∇v ∈ L2(Σb′
a′) for each

a < a′ < b′ < b.
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Proof. Let χR = φ(x)ψ(t) be a product of infinitely smooth cut-off functions with
0 ≤ φR, ψ ≤ 1, ψ ≡ 1 on (a′, b′), ψ ∈ C∞c (a, b), and φR ≡ 1 on BR, φR ∈ C∞c (B2R).
Then, for all R� min{a′ − a, b− b′}, we claim that

∫ b′

a′

∫
BR

|∇v|2 dx dt .
∫∫

Rn+1

χ2
R|∇v|2

.
∫∫

Rn+1

(
|v|2 + |~Ft|2 + |ft|2

)(
|∇χR|2 + 1

)
.

1

(min{a′ − a, b− b′, 1})2

∫ b

a

∫
Rn

(
|v|2 + |~Ft|2 + |ft|2

)
.

We provide the details of the second line in a moment; note that in the third line we used
that the dominant contribution for the gradient of χR is its t component when R is large.
Sending R→∞ finishes the proof modulo the aforementioned line.

To see the computation above, denote χ := χR and observe that∫∫
Rn+1

χ2|∇v|2 .
∫∫

Rn+1

χ2Re
(
A∇v∇v

)
≤ Re

[ ∫∫
Rn+1

A∇v∇(vχ2)− 2

∫∫
Rn+1

χvA∇v∇χ
]

=: Re[I + II].

Clearly,
|II| . ε

∫∫
Rn+1

|χ∇v|2 +
1

ε

∫∫
Rn+1

|∇χv|2,

and the first term can be absorbed to the left-hand side. It remains to handle I . We use
the equation Lv = ft − div ~Ft to write I = I1 + I2 + I3 + I4, where each Ij is a term of
the equation and each will be given explicitly below. First, note that

|I4| :=
∣∣∣ ∫∫

Rn+1

ftvχ
2
∣∣∣ . ∫∫

Rn+1

|vχ|2 +

∫∫
Rn+1

|ftχ|2,

which handles this term. Next, we have that

|I3| :=
∣∣∣ ∫∫

Rn+1

~Ft∇(vχ2)
∣∣∣ . ∫∫

Rn+1

|~Ft∇vχ|2 +

∫∫
Rn+1

|~Ftχ∇χv|.

We handle the first term as in II , and we handle the second term as I4. Moving on, we
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see that

|I1| :=
∣∣∣ ∫∫

Rn+1

B1v∇(vχ2)
∣∣∣ . ∫∫

Rn+1

|(B1vχ)∇vχ|+
∫∫

Rn+1

|(B1vχ)∇χv|.

Both of the terms above are handled by using the smallness of B1 as in the proof of the
Caccioppoli inequality. Now, for the last term, we have that

|I2| :=
∣∣∣ ∫∫

Rn+1

B2∇vχ2v
∣∣∣ . ∫∫

Rn+1

∣∣(B2χv)∇vχ
∣∣,

so that we may handle this term exactly as we did I1.

Remark 4.3.18. We may bring the above lemma and Lemma 4.2.3 together to conclude
that if u solvesLu = 0 inΣb

a, then automatically we have the transversal Hölder continuity

of its gradient, and u ∈ Cα′loc

(
(a, b), L

2n
n−2 (Rn)

)
for some α > 0.

Next, we present a formula for our equation on a slice. Recall that Ã denotes the
(n+ 1)× n submatrix of A consisting of the first n columns of A.

Proposition 4.3.19 (Integration by parts on slices for L). Let u ∈ Y 1,2(Σb
a) and suppose

that Lu = g in Σb
a for some g ∈ C∞c (Rn+1). Then, for every t ∈ (a, b) and ϕ ∈

W 1,2(Rn), the identity

∫
Rn

(
(A(x)∇u(x, t))‖ + (B1)‖u(x, t)

)
· ∇‖ϕ(x) dx+

∫
Rn
B2(x) · ∇u(x, t)ϕ(x) dx

=

∫
Rn

(
~An+1,·(x) · ∂t∇u(x, t) + (B1(x))⊥∂tu(x, t)

)
ϕ(x) dx+

∫
Rn
g(x, t)ϕ(x) dx

holds. If v, ∂tv ∈ Y 1,2(Σb
a), and L∗v = 0 in Σb

a for some g ∈ C∞c (Rn), then for every
t ∈ (a, b) and ϕ ∈W 1,2(Rn), the identity

∫
Rn

[
∇‖ϕ · ((B2)‖v(t)) + Ã∇‖ϕ · ∇v(t) +B1ϕ · ∇v(t)

]
=

∫
Rn

[
ϕ(B2)⊥Dn+1v(t) + ϕ ~A·,n+1∇Dn+1v(t)

]
holds. Finally, for v and ϕ as above, we also have the identity∫

Rn
∇‖ϕ · (A∗∇v(t))‖ =

∫
Rn
ϕ · ~A∗n+1,·Dn+1∇v(t)−

∫
Rn
∇‖ϕ · (B2)‖v(t)
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+

∫
Rn
ϕ(B2)⊥v(t)−

∫
Rn
ϕB1 · ∇v(t).

Proof. Fix ϕ ∈ C∞c (Rn) and t ∈ (a, b). Let ϕε(x, s) := ϕ(x)ηε(t − s) with ε <
min{b − t, t − a}, and where ηε(·) = ε−1η(·/ε), η ∈ C∞c (−1, 1),

∫
R η = 1. In

particular, ϕε ∈ C∞c (Σb
a) is an admissible test function in the definition of the weak

solution. Thus, from the definition of Lu = g, we have that∫∫
Rn+1

{((
A(x)∇u(x, s)

)
‖ + (B1)‖u(x, s)

)
· ∇‖ϕε(x, s)

+B2(x) · ∇u(x, s)ϕε(x, s)
}
dxds

=

∫∫
Rn+1

(
~An+1,·(x)∂s∇u(x, s) + (B1(x))⊥∂su(x, s) + g(x, s)

)
ϕε(x, s) dxds.

Notice, for instance, that the map

t 7→
∫
Rn

((
A(x)∇u(x, t)

)
‖ + (B1)‖(x)u(x, t)

)
· ∇‖ϕ(x) dx

is continuous in (a, b), owing to Lemma 4.2.3 and the continuity of the duality pairings
in each of its entries. A similar statement holds for all the other integrals. The desired
conclusion now follows from the fact that for any continuous function h : (a, b)→ C, we
have that limε→0

∫
R ηε(t− ·)h = h(t), for each t ∈ (a, b).

As in [AAA+11], but now employing Lemma 4.3.9, the t−independence of our
coefficients allows us to obtain Lp estimates on cubes lying in horizontal slices.

Lemma 4.3.20 (Lp estimates on slices; [AAA+11, Proposition 2.1]). Let t ∈ R,Q ⊂ Rn

be a cube, and IQ be the box IQ = 4Q × (t − `(Q), t + `(Q)). Let p ≥ 2 with |p − 2|
small enough that the conclusion of Lemma 4.3.4 holds. Suppose that u ∈ W 1,2(IQ)

satisfies Lu = 0 in IQ. Then the estimates( 1

|Q|

∫
Q
|∇u(x, t)|p

)1/p
.
( 1

|Q′|

∫∫
Q′
|∇u(x, t)|p

)1/p
, (4.3.21)

and ( 1

|Q|

∫
Q
|∇u(x, t)|p

)1/p
.p

1

`(Q)

( 1

|Q′′ |

∫∫
Q′′
|u(x, t)|p

)1/p
(4.3.22)

hold, whereQ′ := 2Q× (t− `(Q)/4, t+ `(Q)/4) is an (n+ 1)−dimensional rectangle,
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and Q′′ := 3Q× (t− `(Q)/2, t+ `(Q)/2) is a slight dilation of Q′.

In [AAA+11], the analogue of the preceding lemma is proved in the purely second
order case. However, the argument there extends almost verbatim to the present situation,
given Lemma 4.3.9. We omit the details.

Let us consider how the shift operator acts on L−1. For each τ ∈ R, denote by T τ

the (positive) shift by τ in the t−direction: If u ∈ C∞c (Rn+1), then (T τu) = u(·, ·+ τ).
More generally, if f ∈ D ′ is a distribution, we define the distributionT τf by 〈T τf, ϕ〉 =

〈f,T −τϕ〉, for each ϕ ∈ D .

Proposition 4.3.23. Suppose that u ∈W 1,2
loc (Rn+1

+ ) solves Lu = 0 in Rn+1
+ . Then

(i) Let f ∈ (Y 1,2(Rn+1))∗ and fix s ∈ R. Then T sL−1f ∈ Y 1,2(Rn+1) and satisfies
T sL−1f = L−1T sf .

(ii) Let s > 0. Then T su ∈W 1,2
loc (Rn+1

+ ) and LT su = 0 in Rn+1
+ .

(iii) We have that Dn+1u ∈W 1,2
loc (Rn+1

+ ) and LDn+1u = 0 in Rn+1
+ .

(iv) For any s > 0, we have thatDn+1T su ∈ Y 1,2(Rn+1
+ )∩L2(Rn+1

+ ) = W 1,2(Rn+1
+ ).

In particular, for any t > 0, the trace TrtDn+1u is an element of H
1
2 (Rn) =

L2(Rn) ∩H
1
2
0 (Rn). Moreover, for each t > 0, the estimate

‖tTrt∇∂tu‖L2(Rn) . ‖u‖Y 1,2(Rn+1
t/2

) (4.3.24)

holds. In particular, for each s > 0 we have that

sup
t≥0
‖(t+ s) Trt∇∂tT su‖L2(Rn) . ‖u‖Y 1,2(Rn+1

+ ). (4.3.25)

Finally, for each t > 0 and ζ ∈ H−
1
2 (Rn), we have the identity

(TrtDn+1u, ζ) =
d

dt
(Trt u, ζ). (4.3.26)

Proof. The proofs of (i)), (ii)), and (iii)) are very similar to the proof of Proposition
4.3.16, and are thus omitted. We prove (iv)), and to this end fix s > 0. By assumption, it
is clear that T su ∈ Y 1,2(Rn+1

+ ), and by (ii)), we have that LT su = 0 in Rn+1
+ . Hence,

by (iii)), we have that Dn+1T su ∈ W 1,2
loc (Rn+1

+ ) and LDn+1T su = 0 in Rn+1
+ . Let

G(s/2) be a grid of pairwise disjoint cubes R ⊂ Rn+1
s such that Rn+1

s = ∪R∈G(s/2)R
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and `(R) = s
2 . Consider the estimate∫∫

Rn+1
+

|∇Dn+1T
su|2 =

∫∫
Rn+1
s

|∇Dn+1u|2 =
∑

R∈G(s/2)

∫∫
R
|∇Dn+1u|2

.
∑

R∈G(s/2)

1

s2

∫∫
R̃
|Dn+1u|2 .

1

s2
‖Dn+1u‖2L2(Rn+1

s/2
)
≤ 1

s2
‖u‖2

Y 1,2(Rn+1
+ )

,

which proves that ∇Dn+1T su ∈ L2(Rn+1
+ ). Since Dn+1T su ∈ L2(Rn+1

+ ) by the
assumption that u ∈ Y 1,2(Rn+1

+ ), it is proven that Dn+1T su ∈ W 1,2(Rn+1
+ ). Hence,

for each t ≥ 0, TrtDn+1T su ∈ H
1
2 (Rn). But TrtDn+1T su = Trt+sDn+1u. The

estimate (4.3.24) is true by Caccioppoli on slices (Proposition 4.3.20), as follows: break
Rn into a grid Gn(t/2) of cubes Q ⊂ Rn, `(Q) = t/2, and use Caccioppoli on slices in
each cube.

It remains to check the identity (4.3.26), so fix t > 0. We have seen thatTrτ Dn+1u ∈
H

1
2
0 (Rn) for each τ > 0. Fix ζ ∈ H−

1
2 (Rn), and define g(τ) := (Trτ u, ζ) for each

τ > 0. We will show that g is differentiable at t, and compute its derivative. To this end,
note that

g(t+h)−g(t)
h =

(Trt+h u,ζ)−(Trt u,ζ)
h =

(
Trt

T hu−u
h , ζ

)
=
(

Tr0
T hT tu−T tu

h , ζ
)
.

By our previous computations, we have that T hT tu−T tu
h −→ Dn+1T tu in Y 1,2(Rn+1

+ )

as h → 0, which implies that Tr0

(
T hT tu−T tu

h

)
−→ Tr0Dn+1T tu in H

1
2
0 (Rn) as

h→ 0, and hence we have that g(t+h)−g(t)
h −→ (Tr0Dn+1T tu, ζ) = (TrtDn+1u, ζ) as

h→ 0. This finishes the proof.

4.4 Abstract Layer Potential Theory

In this section, we develop the abstract layer potential theory. Our methods often closely
follow the constructions of Ariel Barton [Bar17]; but see also [Ros13].

Definition 4.4.1 (Single layer potential). Define the single layer potential of L as the
operator SL : H−

1
2 (Rn)→ Y 1,2(Rn+1) given by

SL :=
(

Tr0 ◦(L−1)∗
)∗
,
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which is well defined by virtue of Lemma 4.2.9 and Proposition 4.2.19. For t ∈ R, we
denote SLt := Trt ◦SL. When the operator under consideration is clear from the context,
we will sometimes drop the superscript, so that we write S = SL. For each t ∈ R, f :

Rn → Cn+1 and ~f : Rn → Cn, define (SLt ∇‖)~f := −SLt (div~f), SLt Dn+1 := −∂tSLt ,
and (SLt ∇)f = (SLt ∇‖)f‖ + SLt Dn+1fn+1.

Let us elucidate a few properties of this “abstract” single layer potential.

Proposition 4.4.2 (Properties of the single layer potential). Fix γ ∈ H−
1
2 (Rn). The

following statements hold.

(i) The function SLγ ∈ Y 1,2(Rn+1) is the unique element in Y 1,2(Rn+1) such that

BL[SLγ,Φ] = 〈γ,Tr0 Φ〉, for all Φ ∈ Y 1,2(Rn+1). (4.4.3)

Accordingly, SL : H−
1
2 (Rn)→ Y 1,2(Rn+1) is a bounded linear operator.

(ii) The function SLγ satisfies LSLγ = 0 in Ω, where Ω = Rn+1
+ ,Rn+1

− .
(iii) Suppose that γ has compact support. Then LSLγ = 0 in Rn+1\ supp γ.
(iv) Define p−, p+ as in Proposition 4.2.6 and suppose that γ ∈ Lp−(Rn). Then the

bound ‖Trt SLγ‖Lp+ (Rn) . ‖γ‖Lp− (Rn) holds for each t ∈ R.
(v) For each t ∈ R, the operators SLt and SL∗−t are adjoint to one another. That is, for

each γ, ψ ∈ H−
1
2 (Rn), the identity 〈SLt γ, ψ〉 = 〈γ,SL∗−tψ〉 holds.

(vi) For each t ∈ R, we have the characterization

T −tSLγ =
(

Trt ◦(L−1)∗
)∗
. (4.4.4)

(vii) For each t ∈ R\{0}, we have that TrtDn+1SLγ ∈ H
1
2
0 (Rn). Moreover, for

each t ∈ R\{0} and each ζ ∈ H−
1
2 (Rn), we have that 〈TrtDn+1SLγ, ζ〉 =

d
dt〈S

L
t γ, ζ〉 = −〈γ,Tr−tDn+1SL

∗
ζ〉.

(viii) Let t ∈ R\{0}. Let g = (~g‖, g⊥) : Rn → Cn+1 be such that g‖, g⊥ ∈ C∞c (Rn).
In the sense of distributions, we have the adjoint relation

〈∇SLt γ,g〉D ′,D = 〈γ, (SL∗−t∇)g〉
H−

1
2 (Rn),H

1
2
0 (Rn)

. (4.4.5)

Proof. Fix γ ∈ H−
1
2 (Rn). Proof of (i)). Since Tr0 : Y 1,2(Rn+1) → H

1
2
0 (Rn)

is a bounded linear operator, then Tγ := 〈γ,Tr0 ·〉 is a bounded linear functional on
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Y 1,2(Rn+1). By the Lax-Milgram theorem, there exists a unique uγ ∈ Y 1,2(Rn+1)

such that BL[uγ ,Φ] = 〈Tγ ,Φ〉 = 〈γ,Tr0 Φ〉, for all Φ ∈ Y 1,2(Rn+1). Now let Ψ ∈
(Y 1,2(Rn+1))∗ be arbitrary, and observe that

〈Ψ,SLγ〉 =
〈
Ψ,
(

Tr0 ◦(L−1)∗
)∗
γ
〉

=
〈

Tr0 ◦(L−1)∗Ψ, γ
〉

= 〈Tγ , (L∗)−1Ψ〉

= BL[uγ , (L∗)−1Ψ] = 〈Luγ , (L∗)−1Ψ〉 = 〈uγ ,Ψ〉 = 〈Ψ, uγ〉.

Proof of (ii). Let Φ ∈ C∞c (Rn+1
+ ), and let Φ̃ be an extension of Φ to C∞c (Rn+1)

with Φ̃ ≡ 0 on Rn+1\ supp Φ. In particular, Tr0 Φ̃ ≡ 0. Then (4.4.3) gives that
BL[SLγ,Φ] = BL[SLγ, Φ̃] = 0. Since Φ was arbitrary, the claim follows.

Proof of (iii). Let Ω := Rn+1\ supp γ, and let Φ ∈ C∞c (Ω). Let Φ̃ be an extension
of Φ to C∞c (Rn+1) with Φ̃ ≡ 0 on Rn+1\ supp γ. In particular, the supports of Φ̃ and γ
are disjoint. It follows that 〈γ,Tr0 Φ̃〉 = 0. Using (4.4.3) now yields the result.

Proof of (iv). By the boundedness of SL and the Sobolev embeddings, we have that

‖SLt g‖Lp+ (Rn) . ‖SLt g‖
H

1
2
0 (Rn)

. ‖SLg‖Y 1,2(Rn+1) . ‖g‖H− 1
2 (Rn)

. ‖g‖Lp− (Rn).

Proof of (v). Fix t ∈ R and γ, ζ ∈ H−
1
2 (Rn). By the Lax-Milgram theorem,

there exists a unique vζ,t ∈ Y 1,2(Rn+1) such that BL∗ [vζ,t,Φ] = 〈ζ,Trt Φ〉, for all
Φ ∈ Y 1,2(Rn+1). Observe that

〈Trt SLγ, ζ〉 = 〈ζ,Trt SLγ〉 = BL∗ [vζ,t,SLγ] = BL[SLγ, vζ,t] = 〈γ,Tr0 v
ζ,t〉.

Thus it suffices to show that Tr0 v
ζ,t and SL∗−t ζ coincide as elements in H

1
2
0 (Rn). In

turn, this will follow if we prove that SL∗ζ = T tvζ,t = vζ,t(·, · + t), in Y 1,2(Rn+1).
Let Φ ∈ Y 1,2(Rn+1) be arbitrary. Note then that T tΦ also lies in Y 1,2(Rn+1). By the
t−independence of the coefficients of L and a change of variables we have that

BL∗ [T
tvζ,t,T tΦ] = BL∗ [v

ζ,t,Φ] = 〈γ,Trt Φ〉 = 〈γ,Tr0 T tΦ〉.

By (4.4.3) with L replaced by L∗ throughout, SL∗ζ is the unique element of Y 1,2(Rn+1)

for which the above identity can hold for all Φ ∈ Y 1,2(Rn+1), as desired.

Proof of (vi). In (v)), we proved that for each γ ∈ H−
1
2 (Rn), SLγ = T tL−1(T tγ),
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where T tγ ∈ (Y 1,2(Rn+1))∗ is given by 〈T tγ ,Φ〉 = 〈γ,Trt Φ〉 forΦ ∈ Y 1,2(Rn+1). Hence
T −tSLγ = L−1(T tγ). Reproduce the proof of (i)) in reverse to obtain the claim.

Proof of (vii). Let t > 0 (the case t < 0 is analogous). By (ii)) we have thatLSLγ = 0

inRn+1
+ . Therefore, using Proposition 4.3.23 (iv))we have thatTrτ Dn+1SLγ ∈ H

1
2
0 (Rn)

for each τ > 0. Using (4.3.26) and (v)), we calculate that

d
dτ 〈Trτ SLγ, ζ〉

∣∣
τ=t

= d
dτ 〈ζ,Trτ SLγ〉

∣∣
τ=t

= d
dτ 〈Tr−τ SL∗ζ, γ〉

∣∣
τ=t

= − d
d(−τ)〈Tr−τ SL∗ζ, γ〉

∣∣
−τ=−t = −〈Tr−tDn+1SL∗ζ, γ〉

= −〈γ,Tr−tDn+1SL
∗
ζ〉.

Proof of (viii). It is clear by an easy induction procedure that ((vii)) holds for higher
t−derivatives in the expected manner. Note that

〈∇SLt γ,g〉D ′,D = 〈∇‖SLt γ, ~g‖〉D ′,D + 〈TrtDn+1SLγ, g⊥〉D ′,D
= −〈SLt γ, div~g‖〉D ′,D − 〈γ,Tr−tDn+1SL

∗
g⊥〉

H−
1
2 (Rn),H

1
2
0 (Rn)

= −〈γ,SL∗−t div~g‖〉
H−

1
2 (Rn),H

1
2
0 (Rn)

+ 〈γ, (SL∗−tDn+1)g⊥〉
H−

1
2 (Rn),H

1
2
0 (Rn)

= 〈γ, (SL∗−t∇)g〉.

�

In preparation for defining the double layer potential, let usmake the following remark.

Remark. Given ϕ ∈ H
1
2
0 (Rn), there exists Φ ∈ Y 1,2(Rn+1) with Tr0 Φ = ϕ and

‖Φ‖Y 1,2(Rn+1) . ‖ϕ‖
H

1
2
0 (Rn)

.

For a fixed u ∈ Y 1,2(Rn+1
+ ), let F+

u be the functional on Y 1,2(Rn+1) defined by

〈F+
u , v〉 := BL,Rn+1

+
[u, v] =

∫ ∫
Rn+1

+

[
A∇u · ∇v +B1u · ∇v +B2 · ∇uv

]
,

for each v ∈ Y 1,2(Rn+1). Then F+
u is clearly bounded on Y 1,2(Rn+1). We define

BL,Rn+1
−

and F−u in a similar way (using Rn+1
− instead of Rn+1

+ ), and we note that if
u ∈ Y 1,2(Rn+1), then Lu = F+

u + F−u .

Definition 4.4.6 (Double layer potential). Given ϕ ∈ H
1
2
0 (Rn), let Φ ∈ Y 1,2(Rn+1) be
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any extension ofϕ toRn+1. DefineDL,+(ϕ) := −Φ
∣∣
Rn+1

+
+ L−1(F+

Φ )
∣∣
Rn+1

+
(see below

for a proof that this is well defined). We call the operatorDL,+ : H
1
2
0 (Rn)→ Y 1,2(Rn+1

+ )

the double layer potential associated to operator L on the upper half-space. Analogously,
we define DL,−, the double-layer potential associated to operator L on the lower half-
space, by extending ϕ to Rn+1

− . We define DL∗,± similarly, by replacing L with L∗.

Proposition 4.4.7 (Properties of the double layer potential). Fix ϕ ∈ H
1
2
0 (Rn) and let Φ

be any Y 1,2(Rn+1)−extension of ϕ to Rn+1 with Tr0 Φ = ϕ. The following statements
hold.

(i) The double layer potential DL,+ is well defined.
(ii) We have the characterizations

DL,+ϕ = −L−1(F−Φ )
∣∣
Rn+1

+
, DL,−ϕ = −L−1(F+

Φ )
∣∣
Rn+1
−

. (4.4.8)

(iii) The bound ‖DL,+ϕ‖Y 1,2(Rn+1
+ ) . ‖ϕ‖

H
1
2
0 (Rn)

holds.

(iv) The function DL,+ϕ satisfies LDL,+ϕ = 0 in the weak sense in Rn+1
+ .

Proof. Proof of (i)). Let Φ,Φ′ ∈ Y 1,2(Rn+1) be any two extensions of ϕ to Rn+1.
Then (Φ − Φ′)(·, 0) = 0. If w is defined as w|Rn+1

+
= Φ − Φ′ with w|Rn+1

−
≡ 0,

then w ∈ Y 1,2(Rn+1). Thus observe that 〈Lw,Ψ〉 = BL[w,Ψ] = 〈F+
Φ−Φ′ ,Ψ〉, for all

Ψ ∈ Y 1,2(Rn+1), whence we conclude that w = L−1(F+
Φ−Φ′). Hence

[
− Φ + L−1(F+

Φ )
]
Rn+1

+
−
[
− Φ′ + L−1(F+

Φ′)
]
Rn+1

+

=
[
Φ′ − Φ + L−1(F+

Φ −F+
Φ′)
]
Rn+1

+
=
[
Φ′ − Φ + L−1(F+

Φ−Φ′)
]
Rn+1

+
≡ 0.

Proof of (ii)). Simply note that

DL,+ϕ =
[
− Φ + L−1(F+

Φ )
]
Rn+1

+
=
[
L−1(−LΦ + F+

Φ )
]
Rn+1

+
=
[
L−1(−F−Φ )

]
Rn+1

+
.

Proof of (iii)). Owing to (4.4.8) we write

‖DL,+ϕ‖Y 1,2(Rn+1
+ ) = ‖L−1(F−Φ )‖Y 1,2(Rn+1

+ ) . ‖F
−
Φ ‖(Y 1,2(Rn+1))∗ .
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Let 0 6= Ψ ∈ Y 1,2(Rn+1). We have

|(F−Φ ,Ψ)| = |BL,Rn+1
−

[Φ,Ψ]| . ‖Φ‖Y 1,2(Rn+1
− )‖Ψ‖Y 1,2(Rn+1),

whence we deduce that ‖F−Φ ‖(Y 1,2(Rn+1))∗ . ‖Φ‖Y 1,2(Rn+1
− ) . ‖ϕ‖

H
1
2
0 (Rn)

. Putting

these estimates together we obtain the desired result.

Proof of (iv)). Let Ψ ∈ C∞c (Rn+1
+ ) and extend it as a function in Ψ ∈ C∞c (Rn+1) so

that Ψ ≡ 0 in Rn+1
− . Observe that

BL,Rn+1
+

[DL,+ϕ,Ψ] = BL,Rn+1
+

[−L−1(F−Φ ),Ψ] = BL[−L−1(F−Φ ),Ψ]

= −〈F−Φ ,Ψ〉 = −BL,Rn+1
−

[Φ,Ψ] ≡ 0.

�

We may now introduce the definition of the conormal derivative. First let us make
the quick observation that since Y 1,2

0 (Rn+1
+ ) ↪→ Y 1,2(Rn+1

+ ), then we have a surjection
(Y 1,2(Rn+1

+ ))∗ → (Y 1,2
0 (Rn+1

+ ))∗ given by restriction of the test space for the functional.
In particular, if f ∈ (Y 1,2(Rn+1

+ ))∗, then we can also think of f ∈ (Y 1,2
0 (Rn+1

+ ))∗.

Definition 4.4.9 (Conormal derivative). Say that u ∈ Y 1,2(Rn+1
+ ), f ∈ (Y 1,2(Rn+1

+ ))∗

(note carefully that this space is not (Y 1,2
0 (Rn+1

+ ))∗), and that Lu = f in Rn+1
+ in the

sense that for each Φ ∈ C∞c (Rn+1
+ ), the identity

BL,Rn+1
+

[u,Φ] = 〈f,Φ〉
(Y 1,2

0 (Rn+1
+ ))∗,Y 1,2

0 (Rn+1
+ )

(4.4.10)

holds. Define the conormal derivative of u associated to L with respect to Rn+1
+ ,

∂L,+ν u ∈ H−
1
2 (Rn), by

〈∂L,+ν u, ϕ〉 = BL,Rn+1
+

[u,Φ]− 〈f,Φ〉(Y 1,2(Rn+1
+ ))∗,Y 1,2(Rn+1

+ ) , ϕ ∈ H
1
2
0 (Rn),

where Φ ∈ Y 1,2(Rn+1
+ ) is any bounded extension of ϕ to Rn+1

+ . Note that we also define
the objects ∂L

∗,+
ν u, ∂L,−ν u, ∂L

∗,−
ν u similarly.

When f = f̃ − div F̃ and f̃, |F̃ | verify the assumptions in (4.2.13) (with Ω = Rn+1
+ ,

D = Rn, and I = (0,∞)), then the sense (4.4.10) of weak solutions coincides with the
one previously given in Definition 4.2.10 (see Remark 4.2.12). In particular, if f ≡ 0,
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the two senses (4.2.11), (4.4.10) of weak solutions coincide, and there is no ambiguity.

Let us show that ∂L,+ν u is well defined. Let Φ,Φ′ be Y 1,2(Rn+1
+ )−extensions of ϕ

with Tr0 Φ = Tr0 Φ′ = ϕ. Then Φ− Φ′ ∈ Y 1,2
0 (Rn+1

+ ), and so

BL,Rn+1
+

[u,Φ]−BL,Rn+1
+

[u,Φ′] = BL,Rn+1
+

[u,Φ− Φ′]

= 〈f,Φ− Φ′〉
(Y 1,2

0 (Rn+1
+ ))∗,Y 1,2

0 (Rn+1
+ )

since u solves Lu = f in Rn+1
+ in the sense (4.4.10). Finally, observe that

〈f,Φ〉(Y 1,2(Rn+1
+ ))∗,Y 1,2(Rn+1

+ ) − 〈f,Φ
′〉(Y 1,2(Rn+1

+ ))∗,Y 1,2(Rn+1
+ )

= 〈f,Φ− Φ′〉(Y 1,2(Rn+1
+ ))∗,Y 1,2(Rn+1

+ ) = 〈f,Φ− Φ′〉
(Y 1,2

0 (Rn+1
+ ))∗,Y 1,2

0 (Rn+1
+ )

,

so that, upon subtracting these two identities, we see that ∂L,+ν u does not depend on the
particular extension Φ taken. It remains to show that ∂L,+ν u ∈ H−

1
2 (Rn). Observe that

|〈∂L,+ν u, ϕ〉| ≤ |BL,Rn+1
+

[u,Φ]|+ |〈f,Φ〉(Y 1,2(Rn+1
+ ))∗,Y 1,2(Rn+1

+ )|

.
(
‖u‖Y 1,2(Rn+1

+ ) + ‖f‖(Y 1,2(Rn+1
+ ))∗

)
‖Φ‖Y 1,2(Rn+1

+ )

.
(
‖u‖Y 1,2(Rn+1

+ ) + ‖f‖(Y 1,2(Rn+1
+ ))∗

)
‖ϕ‖

H
1
2
0 (Rn)

.

It will also be helpful to consider conormal derivatives on slices other than t = 0,
denoted ∂L,±ν,t . The definition is entirely analogous.

The following identities tie these definitions of the conormal derivatives together.

Lemma 4.4.11. Let γ ∈ H−
1
2 (Rn). The following statements are true.

(i) Suppose that u ∈ Y 1,2(Rn+1
+ ) solves Lu = 0 in Rn+1

+ in the weak sense. Then for
any t > 0, ∂L,+ν T tu = ∂L,+ν,t u. Moreover, for any t > 0, ∂L,+ν,t u ∈ L2(Rn), and
we have the identity

∂L,+ν,t u = −en+1 · Trt[A∇u+B1u] in L2(Rn). (4.4.12)

(ii) Suppose that u ∈ Y 1,2(Rn+1
− ) solves Lu = 0 in Rn+1

− . Then for any t > 0,
∂L,−ν T −tu = ∂L,−ν,−tu.

(iii) Let t > 0. Then for each γ ∈ H−
1
2 (Rn), the identity −∂L,−ν,−tSLγ = ∂L,+ν,−tSLγ
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holds in the space H−
1
2 (Rn).

Proof. Proof of (i)) and (ii)). Let ϕ ∈ H
1
2
0 (Rn), and Φ ∈ Y 1,2(Rn+1

+ ) is any extension of
ϕ. Thenm

〈∂L,+ν T tu, ϕ〉 = BL,Rn+1
+

[T tu,Φ] = BL,Rn+1
t

[u,T −tΦ]

= 〈∂L,+ν,t u,Trt T
−tΦ〉 = 〈∂L,+ν,t u, ϕ〉.

We turn our attention now to (4.4.12). By Remark 4.3.18, we have that F (x, t) =

−en+1 · Trt[A∇u + B1u] is continuous in t taking values in L2(Rn). In order to prove
the lemma we will regularize our coefficients and solution simultaneously.

Let Pε be an (n + 1)−dimensional approximate identity; that is, Pε(f) = ηε ∗ f ,
where ηε(X) = 1

εn+1 η(X/ε) (X ∈ Rn+1), η ∈ C∞c (B(0, 1)), η non-negative and
radially decreasing with

∫
Rn+1 η = 1. We claim that

−en+1 · Pε(A∇u+B1u)(x, t0) −→ −en+1 · (A∇u+B1u)(x, t0) (4.4.13)

strongly in L2(Rn). Assume (4.4.13) for a moment. Then to show (i)) and (ii)) in the
lemma, it is enough to show that for every Φ ∈ C∞c (Rn+1) with Φ(x, t0) = ϕ(x), we
have that

lim
ε→0

∫
Rn
−en+1 · Pε(A∇u+B1u)(x, t0)ϕ(x) dx

=

∫∫
Rn+1
t0

A∇u∇Φ +B1u∇Φ +B2 · ∇uΦ.

To prove the above equality, first define for any cubeQ ⊂ Rn,Rt0Q := Q× [t0, t0 + `(Q)].
Now choose any cubeQ ⊂ Rn such that supp Φ∩{t ≥ t0} ⊂ Rt01

2
Q
. Integrating by parts,

we have for 0 < ε� min{`(Q), t0} the identity∫
Rn
−en+1 · Pε(A∇u+B1u)(x, t0)ϕ(x) dx =

∫∫
R
t0
Q

div[Pε(A∇u+B1u)Φ]

=

∫∫
R
t0
Q

div[Pε(A∇u+B1u)]Φ +

∫∫
R
t0
Q

Pε(A∇u+B1u) · ∇Φ. (4.4.14)

Now let X = (x, t) ∈ supp Φ ∩ {t ≥ t0}, and ε < t0
2 . Then, since Lu = 0 in Rn+1

+ , we
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have that

divX [Pε(A∇u+B1u)](X) = divX
∫∫

Rn+1

ηε(X − Y )(A∇Y u+B1u)(Y ) dY

= −
∫∫

Rn+1

∇Y ηε(X − Y )(A∇Y u+B1u)(Y ) dY

=

∫∫
Rn+1

+

ηε(X − Y )B2∇Y u(Y ) dY = Pε(B2∇u)(X),

and therefore the identity∫∫
R
t0
Q

div[Pε(A∇u+B1u)]Φ =

∫∫
R
t0
Q

Pε(B2∇u)Φ (4.4.15)

holds. Finally, we want to pass in the limit as ε → 0 the identity (4.4.14) while using
(4.4.15), so we use the Lebesgue dominated convergence theorem. Observe that for
some p > 1, |A∇u| + |B1u| + |B2∇u| ∈ Lp(U t0Q ), where U t0Q := Rt0Q + B(0, t04 ) (the
t0
4 -neighborhood of R

t0
Q ). It follows that for ε ∈ (0, t04 ),

Pε(A∇u+B1u)(x, t) +Pε(B2∇u)(x, t) ≤M
([
|A∇u|+ |B1u|+ |B2∇u|

]
1
U
t0
Q

)
(x, t)

for all (x, t) ∈ Rt0Q , where M is the usual Hardy-Littlewood maximal operator in Rn+1.
Hence we have that

lim
ε→0

∫
Rn
−en+1 · Pε(A∇u+B1u)(x, t0)ϕ(x) dx

= lim
ε→0

∫∫
R
t0
Q

Pε(A∇u+B1u)∇Φ + Pε(B2∇u)Φ

=

∫∫
R
t0
Q

A∇u+B1u∇Φ +B2∇uΦ.

Thus it remains to prove (4.4.13). Set Fε(x, t) := −en+1 · Pε(A∇u + B1u)(x, t),
F (x, t) := −en+1 · (A∇u+B1u)(x, t). For ε < t0

2 , we have that

lim sup
ε→0

‖Fε(·, t0)− F0(·, t0)‖2

= lim sup
ε→0

(∫
Rn

∣∣∣ ∫∫
Rn+1

[
F0(x− εy, t0 − εs)− F0(x, t0)

]
ηε(y, s) dy ds

∣∣∣2 dx) 1
2
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≤ lim sup
ε→0

∫∫
Rn+1

η(y, s)
[ ∫

Rn
|F0(x− εy, t0 − εs)− F0(x, t0)|2 dx

] 1
2
dy ds

≤ lim sup
ε→0

sup
|y|,|s|<1

‖F0(· − εy, t0 − εs)− F0(·, t0)‖2

≤ lim sup
ε→0

sup
|ŷ|,|ŝ|<ε

‖F0(· − ŷ, t0 − ŝ)− F0(· − ŷ, t0)‖2 + ‖F0(· − ŷ, t0)− F0(·, t0)‖2,

which drops to 0 as ε→ 0, finishing the proof.

Proof of (iii)). Letϕ ∈ H
1
2
0 (Rn) and let Φ ∈ Y 1,2(Rn+1) be any extension ofϕ. Note

that LSLγ = 0 in Rn+1
−,−t, while LSLγ = Tγ in Rn+1

+,−t in the sense (4.4.10), where Tγ ∈
(Y 1,2(Rn+1))∗ is the distribution given by 〈Tγ ,Ψ〉 = 〈γ,Tr0 Ψ〉, for Ψ ∈ Y 1,2(Rn+1).
Then,

〈∂L,+ν,−tSLγ, ϕ〉 = BL,Rn+1
+,−t

[SLγ,Φ]− 〈γ,Tr0 Φ〉

= −BL,Rn+1
−,−t

[SLγ,Φ] +BL[SLγ,Φ]− 〈γ,Tr0 Φ〉

= −BL,Rn+1
−,−t

[SLγ,Φ] + 〈γ,Tr0 Φ〉 − 〈γ,Tr0 Φ〉 = −〈∂L,−ν,−tSLγ, ϕ〉.

�

4.4.1 Green’s formula and jump relations

Let us remark that the functional F+
u makes sense even if we only have that u ∈

Y 1,2(Rn+1
+ ) and u /∈ Y 1,2(Rn+1). Also, if Ω ⊂ Rn+1 is an open set with Lips-

chitz boundary, and f ∈ (Y 1,2(Ω))∗, define the functional 1Ωf ∈ (Y 1,2(Rn+1))∗ by
〈1Ωf,Ψ〉 := 〈f,1ΩΨ〉 for each Ψ ∈ Y 1,2(Rn+1).

Theorem 4.4.16 (Green’s formula). Suppose that u ∈ Y 1,2(Rn+1
+ ) solves Lu = f in

Rn+1
+ for some f ∈ (Y 1,2(Rn+1

+ ))∗ in the sense (4.4.10). Then the following statements
hold.

(i) We have the identity

SL(∂L,+ν u) = L−1(F+
u )− L−1(1Rn+1

+
f) in Y 1,2(Rn+1). (4.4.17)

(ii) The identity u = −DL,+(Tr0 u) + SL(∂L,+ν u)|Rn+1
+

+ L−1(1Rn+1
+

f)|Rn+1
+

holds
in Y 1,2(Rn+1

+ ).
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(iii) We have that

−L−1(1Rn+1
+

f)|Rn+1
−

= DL,−(Tr0 u) + SL(∂L,+ν u)|Rn+1
−

in Y 1,2(Rn+1
− ).

(iv) Suppose that Lu = 0 in Rn+1
− . Then DL,+(Tr0 u) = −SL(∂L,−ν u) holds in Rn+1

+ .

Proof. Proof of (i)). Let Ψ ∈ (Y 1,2(Rn+1))∗. Then

〈Ψ,SL∂L,+ν u〉 = 〈Tr0(L∗)−1Ψ, ∂L,+ν u〉

= BL,Rn+1
+

[u, (L∗)−1Ψ]− 〈f, (L∗)−1Ψ〉(Y 1,2(Rn+1
+ ))∗,Y 1,2(Rn+1

+ )

= 〈F+
u , (L−1)∗Ψ〉 − 〈1Rn+1

+
f, (L−1)∗Ψ〉 = 〈L−1(F+

u ),Ψ〉 − 〈L−1(1Rn+1
+

f),Ψ〉

= 〈Ψ,L−1(F+
u )− L−1(1Rn+1

+
f)〉.

Proof of (ii)). Let Ψ ∈ (Y 1,2(Rn+1))∗ have compact support within Rn+1
+ . Using

(4.4.17), we have that

〈Ψ,SL∂νu−DL,+ Tr0 u〉

= 〈Ψ,L−1(F+
u )〉 − 〈Ψ,L−1(1Rn+1

+
f)〉 −

[
− 〈Ψ, u|Rn+1

+
〉+ 〈Ψ,L−1(F+

u )|Rn+1
+
〉
]

= 〈Ψ, u− L−1(1Rn+1
+

f)〉.

Proof of (iii)). Let Ψ ∈ (Y 1,2(Rn+1))∗ have compact support within Rn+1
− . Using

(4.4.8) and (4.4.17), we have that

〈Ψ,DL,−(Tr0 u)+SL(∂L,+ν u)〉 = 〈Ψ,−L−1(F+
u )|Rn+1

−
+L−1(F+

u )−L−1(1Rn+1
+

f)〉

= −〈Ψ,L−1(1Rn+1
+

f)〉.

The proof of (iv)) is the same as (iii)), and is thus omitted. �

Let us now consider some adjoint relations for the double layer potential. First,
for any u ∈ Y 1,2(Rn+1), denote by F ∗u

+ ∈ (Y 1,2(Rn+1))∗ the functional given by
〈F ∗u+, v〉 := BL∗,Rn+1

+
[u, v] for v ∈ Y 1,2(Rn+1).

Proposition 4.4.18. We have the following identities.
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(i) For each ϕ,ψ ∈ H
1
2
0 (Rn), the identity 〈∂L,+ν DL,+ϕ,ψ〉 = 〈ϕ, ∂L

∗,+
ν DL∗,+ψ〉

holds.
(ii) For each γ ∈ H−

1
2 (Rn), ϕ ∈ H

1
2
0 (Rn), t ≥ 0, the adjoint relation

〈γ,TrtDL,+ϕ〉 = −〈∂L∗,−ν T −tSL∗γ, ϕ〉 = −〈∂L
∗,−

ν,−t SL
∗
γ, ϕ〉

= 〈∂L
∗,+

ν,−t SL
∗
γ, ϕ〉 (4.4.19)

holds. In the case that t = 0, we may write

〈γ,Tr0DL,+ϕ〉 = −〈γ, ϕ〉+ 〈∂L∗,+ν SL∗γ, ϕ〉. (4.4.20)

(iii) Fix ϕ ∈ H
1
2 (Rn). For each t > 0, and every ζ ∈ H−

1
2 (Rn), we have the identity

〈TrtDn+1DL,+ϕ, ζ〉 = d
dt〈TrtDL,+ϕ, ζ〉 = 〈ϕ, ∂L

∗,−
ν,−t Dn+1SL

∗
ζ〉L2,L2 .

(iv) Fix t > 0. Let g = (~g‖, g⊥) : Rn → Cn+1 be such that g‖, g⊥ ∈ C∞c (Rn). In the
sense of distributions, we have the adjoint relation

〈∇TrtDn+1DL,+ϕ,g〉D ′,D = 〈ϕ,Dn+1∂
L∗,−
ν,−t (SL∗∇)g〉L2,L2 (4.4.21)

Proof. Proof of (i). Let Φ,Ψ be extensions of ϕ,ψ respectively to Y 1,2(Rn+1). Then,

〈∂L,+ν DL,+ϕ,ψ〉 = BL,Rn+1
+

[DL,+ϕ,Ψ]

= −BL,Rn+1
+

[Φ,Ψ] +BL,Rn+1
+

[L−1(F+
Φ ),Ψ]

= −BL∗,Rn+1
+

[Ψ,Φ] +BL∗,Rn+1
+

[Ψ,L−1(F+
Φ )]

= BL∗,Rn+1
+

[DL∗,+ψ,Φ]−BL∗,Rn+1
+

[(L∗)−1(F ∗Ψ
+),Φ] +BL∗,Rn+1

+
[Ψ,L−1(F+

Φ )]

= 〈ϕ, ∂L∗,+ν DL∗,+ψ〉+
[
−BL∗,Rn+1

+
[(L∗)−1(F ∗Ψ

+),Φ] +BL∗,Rn+1
+

[Ψ,L−1(F+
Φ )]
]
,

where in the first equality we used the definition of the conormal derivative, in the second
equality we used the definition of the double layer potential. Hence it suffices to show
that BL∗,Rn+1

+
[Ψ,L−1(F+

Φ )] = BL∗,Rn+1
+

[(L∗)−1(F ∗Ψ
+),Φ]. Simply note that

BL∗,Rn+1
+

[Ψ,L−1(F+
Φ )] = 〈F ∗Ψ

+,L−1(F+
Φ )〉 = 〈(L−1)∗(F ∗Ψ

+),F+
Φ 〉

= BL,Rn+1
+

[Φ, (L−1)∗(F ∗Ψ
+)] = BL∗,Rn+1

+
[(L∗)−1(F ∗Ψ

+),Φ],
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where in the first equality we used the definition of the functional F ∗Ψ
+, and in the third

equality we used the definition of F+
Φ . The desired identity follows.

Proof of (ii)). Let γ ∈ H−
1
2 (Rn), ϕ ∈ H

1
2
0 (Rn), and let Φ ∈ Y 1,2(Rn+1) be

an extension of ϕ such that Tr0 Φ = ϕ. By the definition of DL,+ϕ, we have that
〈γ,TrtDL,+ϕ〉 = −〈γ,Trt Φ〉+ 〈γ,Trt L−1(F+

Φ )〉. By (4.4.4), we have that

〈γ,Trt L−1(F+
Φ )〉 = 〈(Trt ◦L−1)∗γ,F+

Φ 〉 = 〈T −tSL∗γ,F+
Φ 〉

= 〈F+
Φ ,T

−tSL∗γ〉 = BL,Rn+1
+

[Φ,T −tSL∗γ] = BL∗,Rn+1
+

[T −tSL∗γ,Φ]

= BL∗ [T
−tSL∗γ,Φ]−BL∗,Rn+1

−
[T −tSL∗γ,Φ] = 〈γ,Trt Φ〉−〈∂L∗,−ν T −tSL∗γ, ϕ〉,

where in the last equality we used (4.4.4) combined with (4.4.3) for the first term, and
for the second term we used the definition of the conormal derivative and the fact that
LT −tSL∗ = 0 in Rn+1

− . From this calculation, the first equality in (4.4.19) follows.
The second and third equalities are straightforward consequences of Lemma 4.4.11. To
see that (4.4.20) is true, simply observe that when t = 0, we have that L∗SL∗γ = 0 in
Rn+1

+ and in Rn+1
− , whence we deduce that 〈∂L

∗,−
ν T −0SL∗γ + ∂L

∗,+
ν T −0SL∗γ, ϕ〉 =

BL∗ [SL
∗
γ,Φ] = 〈γ,Tr0 Φ〉. Adding and subtracting 〈∂L

∗,+
ν T −tSL∗γ, ϕ〉 to the right-

hand side of (4.4.19) now proves the claim.

Proof of (iii)). Let t > 0. By Proposition 4.4.7 (iv)), we have that LDL,+ϕ = 0

in Rn+1
+ . Therefore, using Proposition 4.3.23 (iv)) we see that Trτ Dn+1DL,+ϕ ∈

H
1
2 (Rn) for each τ > 0. Similarly, we have that Tr−τ ∇Dn+1SL

∗
ζ ∈ L2(Rn)

for each τ > 0. Using (4.3.26) and (ii)), we calculate that d
dτ (TrtDL,+ϕ, ζ)

∣∣
τ=t

=

− d
dτ (ϕ, ∂L

∗,−
ν,−t SL

∗
ζ)
∣∣
τ=t

. Now we use the characterization of the conormal derivative,
(4.4.12), to obtain

− d

dτ
(ϕ, ∂L

∗,−
ν,−t SL

∗
ζ)
∣∣
τ=t

= − d

dτ

(
ϕ,
[
en+1 · Tr−τ (A∗∇+B2)SL∗ζ

])
2,2

∣∣
τ=t

=
(
ϕ,
[
en+1 · Tr−t(A

∗∇+B2)Dn+1SL
∗
ζ
])

2,2
.

Finally, (iv)) follows from (iii)) similarly as in Proposition 4.4.2 (viii)). �

Let us now establish standard jump relations.

Proposition 4.4.22 (Jump relations). Let ϕ ∈ H
1
2
0 (Rn) and γ ∈ H−

1
2 (Rn).
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(i) The identity Tr0DL,+ϕ+ Tr0DL,+ϕ = −ϕ holds in H
1
2
0 (Rn).

(ii) The identity ∂L,+ν SLγ + ∂L,−ν SLγ = γ holds in H−
1
2 (Rn).

(iii) The identity ∂L,+ν DL,+ϕ = ∂L,−ν DL,−ϕ holds in H−
1
2 (Rn).

(iv) The identity Tr0(SLγ|Rn+1
+

) = Tr0(SLγ|Rn+1
−

) holds in H
1
2
0 (Rn).

Proof. The statement (iv)) is immediate from the fact that SLγ ∈ Y 1,2(Rn+1). The
statement (ii)) follows from the definition of the conormal derivative and the fact that
LSLγ = 0 in Rn+1\{t = 0}.

Proof of (i)). Let γ ∈ H−
1
2 (Rn), and let Φ ∈ Y 1,2(Rn+1) be any extension of ϕ.

Using (4.4.20), we see that

〈γ,Tr0[DL,+ϕ+DL,−ϕ]〉 = −2〈γ, ϕ〉+ 〈∂L∗,−ν SL∗γ + ∂L
∗,+

ν SL∗γ, ϕ〉

= −2〈γ, ϕ〉+BL∗ [SL
∗
γ,Φ] = −2〈γ, ϕ〉+ 〈γ,Tr0 Φ〉 = −〈γ, ϕ〉.

Proof of (iii)). Let ψ ∈ H
1
2
0 (Rn), and let Φ,Ψ ∈ Y 1,2(Rn+1) be extensions of ϕ,ψ

respectively such that Tr0 Φ = ϕ,Tr0 Ψ = ψ. Also recall that LDL,+ϕ = 0 in Rn+1
+ ,

and LDL,−ϕ = 0 in Rn+1
− . Then,

〈∂L,+ν DL,+ϕ,ψ〉

= BL,Rn+1
+

[DL,+ϕ,Ψ] = −BL,Rn+1
+

[Φ,Ψ] +BL,Rn+1
+

[L−1(F+
Φ ),Ψ]

= −BL,Rn+1
+

[Φ,Ψ] +BL[L−1(F+
Φ ),Ψ]−BL,Rn+1

−
[L−1(F+

Φ ),Ψ]

= −BL,Rn+1
+

[Φ,Ψ] + 〈F+
Φ ,Ψ〉 −BL,Rn+1

−
[L−1(LΦ),Ψ] +BL,Rn+1

−
[L−1(F−Φ ),Ψ]

= −BL,Rn+1
−

[Φ,Ψ] +BL,Rn+1
−

[L−1(F−Φ ),Ψ] = BL,Rn+1
−

[DL,−ϕ,Ψ]

= 〈∂L,−ν DL,−ϕ,ψ〉.

�

4.4.2 Initial L2 estimates for the single layer potential

We now establish several estimates for the single layer potential. This will allow us to
prove the square function estimates, via a Tb theorem, in the next section. We begin with
a perturbation result.
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Proposition 4.4.23 (Initial slice estimates). The following statements hold provided that
max{‖B1‖n, ‖B2‖n} is small enough, depending only on n and CA.

(i) For each f ∈ C∞c (Rn), each a > 0, and eachm ≥ 1, we have the estimate

−
∫ 2a

a

∫
Rn
|tm∇∂mt SLf |2 dt .m ‖f‖22. (4.4.24)

(ii) For each f ∈ C∞c (Rn), each t ≥ 0, and eachm ≥ 2, we have the estimate

‖tm∇∂mt SLt f‖L2(Rn) .m ‖f‖2. (4.4.25)

Proof. First we see that the second estimate is a consequence of the first by theCaccioppoli
inequality on slices (4.3.22). In particular, we have that

‖tm∇∂mt SLt f‖22 =
∑
Q∈Dt

∫
Q
|tm∇∂mt SLt f |2 dx . −

∫ 2t

t

∫
Rn
|sm∇∂m−1

s SLs f |2 dx ds,

where Dt is a grid of n-dimensional cubes of side length t. Thus it suffices to show (i)).

To this end, we know from [AAA+11] that (i)) holds with SL replaced by SL0 , where
L0 = −∆. Thus, to prove (i)), we show that −

∫ 2a
a

∫
Rn |t

m∇∂mt (SL−SL0)f |2 dt . ‖f‖2.
Observe that

SL − SL0 = (Tr0 ◦((L∗)−1 − (L∗0)−1))∗ = (Tr0 ◦((L∗0)−1(L∗0 − L∗)(L∗)−1))∗

= ((L∗0 − L∗)(L∗)−1)∗SL0 = L−1(L0 − L)SL0

= −div(I −A)∇SL0 − L−1 div(B1SL0)− L−1B2 · ∇SL0 .

Now let f ∈ C∞c (Rn). Then we have that

−
∫ 2a

a

∫
Rn
|tm∇Dm

n+1(SL − SL0)f |2 dt

. −
∫ 2a

a

∫
Rn
|tm∇Dm

n+1L−1 div(I −A)∇SL0f)|2 dt

+−
∫ 2a

a

∫
Rn
|tm∇Dm

n+1L−1 div(B1SL0f)|2 dt

+−
∫ 2a

a

∫
Rn
|tm∇Dm

n+1L−1B2 · ∇SL0f |2 dt quad =: I + II + III.

231



We prove only the bound II . ‖f‖22 as the bounds for I and III are entirely analogous,
and we will indicate the small differences after we bound II . Let ψ = ψ(t) be such that
ψ ∈ C∞c (−a/5, a/5), ψ ≡ 1 on (−a/10, a/10), 0 ≤ ψ ≤ 1, dk

dtk
ψ .k (1/a)k. Writing

1 = ψ + (1− ψ), we have that

II ≤ −
∫ 2a

a

∫
Rn
|tm∇Dm

n+1L−1 div(B1SL0f)|2 dt

≤ −
∫ 2a

a

∫
Rn
|tm∇Dm

n+1L−1 div(ψB1SL0f)|2 dt

+−
∫ 2a

a

∫
Rn
|tm∇Dm

n+1L−1 div((1− ψ)B1SL0f)|2 dt =: II1 + II2.

To bound II1, we notice that if g = div(ψB1SL0f), then g ≡ 0 on Rn × (a/5,∞).
It follows that each Dk

n+1L−1g = L−1Dk
n+1g, k = 0, 1, . . .m is a (null) solution in

Rn × (a/5,∞). Let Da be a grid of n-dimensional cubes with side length a. Applying
the Caccioppoli inequalitym times and using that t ≈ a on (a, 2a), we see that

II1 . a
2m−1

∫ 2a

a

∫
Rn
|∇Dm

n+1L−1 div(ψB1SL0f)|2

. a2m−1
∑
Q∈Da

∫ 2a

a

∫
Q
|∇Dm

n+1L−1 div(ψB1SL0f)|2

. a−1
∑
Q∈Da

∫ 4a

a/2

∫
2Q
|Dn+1L−1 div(ψB1SL0f)|2

. a−1

∫
R

∫
Rn
|∇L−1 div(ψB1SL0f)|2

. a−1

∫
R

∫
Rn
|ψB1SL0f |2 . −

∫ a/5

−a/5

∫
Rn
|B1SL0f |2 . ‖f‖22,

where we used that supt6=0 ‖B1SL0
t ‖L2(Rn)→L2(Rn) . supt6=0 ‖∇S

L0
t ‖L2(Rn)→L2(Rn) ≤

C (see [AAA+11, Lemma 4.18]) and that∇L−1 div : L2(Rn+1)→ L2(Rn+1).

Now we deal with II2. Set g = (1− ψ)B1SL0f . Then, we have that

Dm
n+1g = (1− ψ)B1D

m
n+1SL0f +

m∑
k=1

ψ(k)B1D
m−k
n+1 S

L0f =: F0 +
m∑
k=1

Fk.
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where ψ(k) = dk

dtk
ψ. The triangle inequality yields that

II2 ≤
m∑
k=0

−
∫ 2a

a

∫
Rn
|tm∇Dm

n+1L−1 div(Fk)|2 dt =:
m∑
k=0

II2,k.

For II2,k, k = 1, 2 . . .m, we use that t ≈ a in the region of integration, the properties of
ψ, and that ∇L−1 div : L2 → L2 to obtain that

II2,k . a
2m−1

∫
R

∫
Rn
|ψ(k)B1∂

m−k
t SL0f |2 dt

. a2m−2k−1

∫
a/10≤|t|≤a/5

∫
Rn
|B1∂

m−k
t SL0f |2 dt

. −
∫ a/5

−a/5

∫
Rn
|tm−kB1∂

m−k
t SL0f |2 dt . ‖f‖22,

where we used [AAA+11, Lemma 2.10] in the last line. Finally, to handle II2,0, we use
that (1− ψ) = 0 if |t| < a/10, and that ∇L div : L2 → L2 to obtain that

II2,0 . a
2m−1

∫
R

∫
Rn
|(1− ψ)B1∂

m
t SL0f |2 dt

. a2m−1

∫
|t|>a/10

∫
Rn
|B1∂

m
t SL0f |2 dt

.
∫
|t|>a/10

∫
Rn
|tm+1B1∂

m
t SL0f |2 dt

t
. ‖f‖22,

where we used the estimate ‖|tm+1B1∂
m
t SL0f |‖22 . ‖|tm+1∂mt ∇SL0f |‖22 . ‖f‖22 in

the last line. To see this last estimate, we simply use the “travelling up” procedure for
square functions (see Proposition 4.5.2 below) and that L0 = ∆ has good square function
estimates. We now observe that handling the term III amounts to replacing the use of the
mapping property ∇L−1 div : L2 → L2 by the fact that ∇L−1B2 : L2 → L2. The term
I is handled exactly the same way, using the L∞ bound for (I −A), without appealing to
the mapping properties of multiplication by B1.

Remark 4.4.26. Note that, from now on, it makes sense to write the objects appearing in
(4.4.24) and (4.4.25) for f in L2(Rn) after we have made extensions by continuity.

Before proceeding, we will need some identities improving on the duality results in
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Section 4.4 for the single and double layers. To ease the notation, we will use (G)t to
denote the trace at t of a function G defined in Rn+1

+ .

Proposition 4.4.27 (Further distributional identities of the layer potentials). For any t 6= 0

andm ≥ 1, the following statements are true.

(i) For any f ∈ C∞c (Rn) and any ~g ∈ L2(Rn;Cn+1), we have that

dm

dtm
〈∇SLt f,~g〉 = 〈(Dm

n+1∇SL[f ])t, ~g〉.

(ii) For any f ∈ L2(Rn) and any ~g ∈ C∞c (Rn;Cn+1), we have that

dm

dtm
〈f, ((SL∗∇)[~g])−t〉 = (−1)m〈f, (Dm

n+1(SL∗∇)[~g])−t〉.

(iii) Ifm ≥ 2, then for every f ∈ L2(Rn) and ~g ∈ L2(Rn,Cn+1)), we have the identity

〈(Dm
n+1∇SL[f ])t, ~g〉 = (−1)m〈f, (Dm

n+1(SL∗∇)[~g])−t〉.

Proof. Let us first show the identities with f ∈ C∞c (Rn) and ~g ∈ C∞c (Rn;Cn+1). For
the first equality, note that u := SL[f ] ∈ Y 1,2(Rn+1) andLu = 0 inRn+1 \{xn+1 = 0}.
In particular, ∂tu ∈ W 1,2(Σb

a) for any a < b such that 0 /∈ [a, b], by Lemma 4.3.17. By
iteration we have that ∂mt ∇u ∈ L2(Σb

a). In particular, arguing as in Lemma 4.2.3, we
realize that the map t 7→ ∇u(·, t) is smooth (with values in L2(Rn;Cn+1)). The first
equality for m = 1 then boils down to proving the weak convergence of the difference
quotients to the derivative in L2(Rn); that is, showing that

lim
h→0

∇u(t+ h)−∇u(t)

h
= ∂t∇u(t), weakly in L2(Rn).

But this follows from the smoothness of our map. The case of generalm now follows by
induction.

For the second equality, by definition we have that

((SL∗∇)[~g])s = −(SL∗ [div‖ g‖])s − (Dn+1SL
∗
[g⊥])s,
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and since ~g ∈ C∞c (Rn;Cn+1), we can apply the same argument as above to conclude that

dm

dtm
〈f, ((SL∗∇)[g])−t〉 = (−1)m〈f, (Dm

n+1(SL∗∇)[g⊥])−t〉.

The third equality now follows by duality: For f ∈ C∞c (Rn) and g ∈ C∞c (Rn;Cn+1),
we have that

〈(Dm
n+1∇SL[f ])t, ~g〉 =

dm

dtm
〈∇SLt f,~g〉 =

dm

dtm
〈f, ((SL∇)[~g])−t〉

= (−1)m〈f, (Dm
n+1(SL∇)[~g])−t〉

Finally, the identities are extended to the respective L2 spaces via a straightforward
density argument using Proposition 4.4.23.

We now present an off-diagonal decay result.

Proposition 4.4.28 (Good off-diagonal decay). Let Q ⊂ Rn be a cube and g ∈ L2(Q)

with supp g ⊆ Q. If p ∈ [2, p+] is such that |p − 2| is small enough that Lemma 4.3.4
holds, we have that

(∫
R0

|tm(∂t)
m∇SLt g(x)|p dx

) 1
p
. 2−(m+1)tm`(Q)−n(1/2−1/p)`(Q)−m‖g‖L2(Q),

provided t ≈ `(Q). Moreover, for any k ≥ 1 and any t ∈ R, the estimate

(∫
Rk

|tm(∂t)
m∇SLt g(x)|p dx

) 1
p

. 2nkα2−k(m+1)tm`(Q)−n(1/2−1/p)`(Q)−m‖g‖L2(Q),

where α = α(p) = 1
p(1 − p

p+
) and the annular regions Rk = Rk(Q) are defined by

R0 := 2Q, Rk := 2k+1Q \ 2kQ, for all k ≥ 1. In particular, if t ≈ `(Q) we have that

(∫
Rk

|tm(∂t)
m∇SLt g(x)|p dx

) 1
p
. 2nkα2−k(m+1)`(Q)−n(1/2−1/p)‖g‖L2(Q).

By a straightforward duality argument, from the above proposition we deduce

Corollary 4.4.29. Define Θt,m := tm∂mt (St∇). Let g ∈ L2(Q) and suppose that
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p ∈ [2, p+] is such that |p − 2| is small enough so that Lemma 4.3.4 holds. Then for
q = p

p−1 and k ≥ 1, we have that

‖Θt,m(f1Rk)‖L2(Q) . 2nkα2−k(m+1)tm`(Q)−n(1/q−1/2)`(Q)−m‖f‖Lq(Rk),

where α = α(p) is as in Proposition 4.4.28. Moreover, if t ≈ `(Q), then for all k ≥ 0,

‖Θt,m(f1Rk)‖L2(Q) . 2nkα2−k(m+1)`(Q)−n(1/q−1/2)‖f‖Lq(Rk)

≈ 2nkα2−k(m+1)t−n(1/q−1/2)‖f‖Lq(Rk).

Proof of Proposition 4.4.28. Notice that g ∈ L2(Q) ⊂ L2n/(n+1)(Q) ⊂ H−
1
2 (Rn), so

that SLt g is well defined.

We treat first the case k ≥ 1. Fix a small parameter δ = δ(m) > 0 and set
R̃k = (2 + δ)k+1Q \ (2 − δ)kQ be a small (but fixed) dilation of Rk. We may use that
∂mt Stg is a solution (see Proposition 4.3.16), a slight variant of Lemma 4.3.20 adapted to
annular regions, and Proposition 4.3.9 to see that

(∫
Rk

|tm(∂t)
m∇SLt g|p

) 1
p
.

tm

(2k`(Q))1+1/p

(∫∫
Ik,1

|∂ms SLs g|p
)1/p

,

where Ik := {(y, s) ∈ Rn+1 : y ∈ R̃k,1, s ∈ (t − 2k`(Q), t + 2k`(Q)} and R̃k,j is
defined as R̃k but with δ/(m+ 2− j) instead of δ (so that, in particular, R̃k,m+1 = R̃k).
Now, applying the (n+ 1)-dimensional Lp Caccioppolim times (see Proposition 4.3.9),
we further obtain that(∫

Rk

|tm∂mt ∇SLt g|p
) 1
p
.

tm

(2k`(Q))m+1+1/p

(∫∫
Ik,m+1

|SLs g|p
)1/p

.

Now, using Hölder’s inequality in t and the mapping properties of SLt we see that

(∫
Rk

|tm∂mt ∇SLt g|p
) 1
p
.

tm

[2k`(Q)]m+1
sup

t∈(−2k`(Q),2k`(Q))

‖SLt g‖Lp(R̃k)

.
tm[2k`(Q)]nα

[2k`(Q)]m+1
sup

t∈(−2k`(Q),2k`(Q))

‖SLt g‖Lp+ (R̃k) .
tm[2k`(Q)]nα

[2k`(Q)]m+1
‖g‖Lp− (Q)

.
tm[2k`(Q)]nα

[2k`(Q)]m+1
|Q|

1
2n ‖g‖L2(Q).
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The case k = 0 is treated similarly, except that we impose the restriction t ≈ `(Q) to
guarantee that we are far away from the support of g.

For the most part, the case q = p = 2 in the above proposition will be enough for
our purposes; however, the introduction of error terms in the Tb theorem below will
necessitate a certain quasi-orthogonality result for which we use the case p > 2 > q.

Lemma 4.4.30 (Quasi-orthogonality). Let m ≥ n and let Qs be a CLP family (see
Definition 4.2.26). Then there exist γ,C > 0 such that for all s < t, we have that

‖Θt,mB1I1Q2
sg‖2 ≤ C

(s
t

)γ
‖Qsg‖2 (4.4.31)

for all g ∈ L2(Rn), where I1 is the standard fractional integral operator of order 1. Here,
C and γ depend onm, n, CA, and the constants in the definition of Qs.

Proof. Let us first note that if α(p) is given as in Proposition 4.4.28, then α(p) ≤ 1/(2n).
Therefore, for all k ≥ 0 and Q with `(Q) ≈ t, we have that

‖Θt,m(f1Rk)‖L2(Q) . 2nkα2−k(m+1)t−n(1/q−1/2)‖f‖Lq(Rk)

. 2−kβt−n(1/q−1/2)‖f‖Lq(Rk), (4.4.32)

for some β ≥ n/2 + 1, where we use thatm ≥ n.

We first establish a variant of (4.4.31) with a collection of CLP families. Let ζ ∈
C∞c (B(0, 1

100)) be real, radial and have zero average. Define Q(1)
s f(x) := (ζs ∗ f)(x),

where ζs(x) = s−nζ(xs ). SetQ(2)
s f := s2∆es

2∆f . By re-normalizing ζ (multiplying by
a constant) we may assume that ∫ ∞

0
Q(1)
s Q(2)

s

ds

s
= I (4.4.33)

in the strong operator topology of L2. Indeed,

F
(∫ ∞

0
Q(1)
s Q(2)

s f
ds

s

)
= −

∫ ∞
0

ζ̂(s|ξ|)s2|ξ|2e−s2|ξ|2 f̂(ξ)
ds

s

= −f̂(ξ)

∫ ∞
0

ζ̂(s)s2e−s
2 ds

s
,
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where ζ̂ is the Fourier transform of ζ and we abused notation by regarding ζ and hence
ζ̂ as a function of the radial variable. Then, to achieve the desired reproducing formula,
(4.4.33), we may renormalize ζ so that

∫∞
0 ζ̂(s)s2e−s

2 ds
s = −1. Let q < 2 be such that

the conclusion of Corollary 4.4.29 holds. We will show that for all s < t,

‖Θt,mB1I1Q(1)
s Q(2)

s g‖2 .
(s
t

)n(1/q−1/2)
‖Q(3)

s
~Rg‖2, (4.4.34)

where ~R = I1∇‖ is the vector valued Riesz transform on Rn andQ(3)
s
~f := ses

2∆ div‖ ~f .
Before proving (4.4.34), we establish a “local hypercontractivity” estimate. For Q ⊂ Rn

a cube and s < `(Q), we have that

‖Q(1)
s h‖

L
nq
n−q (Rk(Q))

. s−n
(

1
2
−n−q

nq

)
‖h‖L2(Bk) (4.4.35)

for all k ≥ 0, where R0(Q) = 2Q, Rk(Q) = 2k+1Q \ 2kQ for k ≥ 1, and Bk(Q) =

B(xQ, 2
k+2`(Q)

√
n). To verify (4.4.35), we use that s < `(Q), Young’s convolution

inequality, and the properties of ζs.

Now we are ready to prove (4.4.34). Let Dt be a grid of cubes on Rn with side length
t and set F = I1g. Consider the estimate

‖Θt,mB1I1Q(1)
s Q(2)

s g‖2 = ‖Θt,mB1Q(1)
s Q(2)

s F‖2

=
( ∑
Q∈Dt

∫
Q
|Θt,mB1Q(1)

s Q(2)
s F |2

)1/2

≤
∑
k≥0

( ∑
Q∈Dt

∫
Q

∣∣Θt,m

(
[B1Q(1)

s Q(2)
s F ]1Rk(Q)

)
(x)
∣∣2 dx)1/2

.
∑
k≥0

2−βkt−n(1/q−1/2)
( ∑
Q∈Dt

(∫
Rk(Q)

|B1Q(1)
s Q(2)

s F |q
)2/q)1/2

. ‖B1‖n
∑
k≥0

2−βkt−n(1/q−1/2)
( ∑
Q∈Dt

(∫
Rk(Q)

|Q(1)
s Q(2)

s F |
nq
n−q
) 2(n−q)

nq
)1/2

.
∑
k≥0

2−βkt−n(1/q−1/2)s
−n
(

1
2
−n−q

nq

)( ∑
Q∈Dt

∫
Bk(Q)

|Q(2)
s F |2

)1/2

.
∑
k≥0

2−βkt−n(1/q−1/2)s
−n
(

1
2
−n−q

nq

)
s
( ∑
Q∈Dt

∫
Bk(Q)

|Q(3)
s ∇‖F |2

)1/2
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.
(s
t

)n(1/q−1/2)∑
k≥0

2−βk+nk
2

( ∑
Q∈Dt

∫
Q
−
∫
Bk(Q)

|Q(3)
s ∇‖F (x)|2 dx dy

)1/2

.
(s
t

)n(1/q−1/2)∑
k≥0

2−βk+nk
2

(∫
Rn
−
∫
|x−y|<2kt

|Q(3)
s ∇‖F (x)|2 dx dy

)1/2

.
(s
t

)n(1/q−1/2)
‖Q(3)

s ∇‖F‖2 =
(s
t

)n(1/q−1/2)
‖Q(3)

s
~Rg‖2,

where first we used that I1g = F , thenMinkowski’s inequality in the second line, (4.4.32)
in the third line, Hölder’s inequality in the fourth line, (4.4.35) in the fifth line, and the
mapping properties of the Hardy-Littlewood maximal function in the last line. The above
estimate proves (4.4.34).

Now we are ready to pass to an arbitrary CLP family Qs. We may obtain, using the
Cauchy-Schwarz inequality and (4.4.33), that

‖Θt,mB1I1Q2
sg‖2 =

∫
Rn

∣∣∣ ∫ ∞
0

Θt,mB1I1Q(1)
τ Q(2)

τ Q2
sg(x)

dτ

τ

∣∣∣ dx
≤ Cγ

∫
Rn

∫ ∞
0

max
( s
τ
,
τ

s

)γ
|Θt,mB1I1Q(1)

τ Q(2)
τ Q2

sg(x)|2 dτ
τ
dx =: I + II + III,

where I, II, III are, respectively, the integrals over the intervals τ < s < t, s ≤ τ ≤ t,
and s < t < τ . On the other hand, note that the kernel of Q(3)

s
~R is, up to a constant

multiple, the inverse Fourier transform of s|ξ|e−s2|ξ|2 . Therefore, if we setQ(4)
s = Q(3)

s
~R,

then we have that

max
{
‖Q(4)

τ Qsf‖2, ‖Q(2)
τ Qsf‖2

}
. min

(τ
s
,
s

τ

)2γ
‖f‖2, (4.4.36)

for some γ > 0 (and hence all smaller γ). For convenience, set σ = n(1/q − 1/2) and
we assume that γ above is such that γ < 2σ. By (4.4.34) and (4.4.36), we have that

I .
∫ s

0

( s
τ

)γ(τ
t

)2σ
‖Q(4)

τ Q2
sh‖22

dτ

τ
.
(s
t

)2σ
‖Qsh‖22 ,

and observe that τ < s in the present scenario. Similarly, we have that

II .
∫ t

s

(τ
s

)γ(τ
t

)2σ( s
τ

)2γ
‖Qsh‖22

dτ

τ
.
(s
t

)γ
‖Qsh‖22 ,

since in particular, γ < 2σ. Finally, by (4.4.25) and the mapping B1I1 : L2(Rn) →
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L2(Rn), we have that Θt,mB1I1Q(1)
τ : L2(Rn)→ L2(Rn) uniformly in t and τ , and thus

it follows that

III .
∫ ∞
t

(τ
s

)γ
‖Q(2)

τ Qsh(x)‖22
dτ

τ
.
∫ ∞
t

(τ
s

)γ( s
τ

)2γ
‖Qsh‖22

dτ

τ

.
(s
t

)γ
‖Qsh‖22,

where we used (4.4.36).

We conclude this section with the following proposition, which summarizes the off-
diagonal decay given by Proposition 4.4.28 and Corollary 4.4.29.

Proposition 4.4.37. For m ∈ N, m ≥ n+1
2 + 2 , the operators tm∂mt (St∇), tm∂m+1

t St
and Θ′t defined by

Θ′t~g(x) := (tm∂mt St∇Ã~g + tm∂mt St[B2‖g])(x)

have good off diagonal-decay in the sense of Definition 4.2.22 with the implicit constants
depending on n,m, CA, provided that max{‖B1‖n, ‖B2‖n} < ε0, where ε0 depends on
n, CA.

Proof. By Corollary 4.4.29 with p = 2, for any cube Q ⊂ Rn and k ≥ 2 we have that

‖Θt,m(f1Rk)‖2L2(Q) . 2−k
( t

2k`(Q)

)2m
‖f‖2L2(Rk),

where Rk = Rk(Q) = 2k+1Q \ 2kQ. Thus, for all t ∈ (0, C`(Q)), it follows that

‖Θt,m(f1Rk)‖2L2(Q) . 2−kn
( t

2k`(Q)

)2m−(n−1)
‖f‖2L2(Rk),

so that ifm ≥ n+1
2 , we obtain the estimate

‖Θt,m(f1Rk)‖2L2(Q) . 2−kn
( t

2k`(Q)

)2
‖f‖2L2(Rk). (4.4.38)

This bound provides the desired good off-diagonal decay for tm∂mt (St∇), tm∂m+1
t St and

tm∂mt St∇Ã~g in the sense of Definition 4.2.22. To obtain the good off-diagonal decay
for the remainder of Θ′t, tm∂mt (StB2‖), we return to the proof of Proposition 4.4.28 and
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make a slight modification. Let η be a smooth cut-off adapted to Rk; that is, η ≡ 1 on
Rk, η ∈ C∞c (R̃k) and |∇η| . 1

`(Q) , where R̃k is as in Proposition 4.4.28. Then for
g ∈ L2(Q) with supp g ⊆ Q, from Hölder’s inequality and the Sobolev embedding on
Rn we have that

‖tm∂mt B2‖Stg‖L2(Rk) . ‖ηtm∂mt Stg‖2
L

2n
n−2 (Rn)

. ‖(∇η)tm∂mt Stg‖2L2(R̃k)
+ ‖tm∂mt ∇Stg‖2L2(R̃k)

. ‖tm−1∂mt Stg‖2L2(R̃k)
+ ‖tm∂mt ∇Stg‖2L2(R̃k)

. ‖(Θt,m−1)∗g‖2
L2(R̃k)

+ ‖(Θt,m)∗g‖2
L2(R̃k)

.

Dualizing these estimates, the off-diagonal decay for tm∂mt (StB2‖) follows from the
off-diagonal decay in (4.4.38), provided thatm ≥ n+1

2 + 1.

Before continuing on to the next section we make two remarks.

Remarks 4.4.39. (i) In the next section, we will use the off diagonal decay of the operators
in Proposition 4.4.37 or similar ones. The proof of good off-diagonal decay for these
operators is entirely analogous to those above.

(ii) As seen above, there may be some loss of t-derivatives (and hence decay) in our
operators when we obtain certain estimates. Therefore, when proving the first square
function estimate (Theorem 4.5.1), we ensure that m ≥ n + 10 > n+1

2 + 10 so that
Lemma 4.4.30 and Proposition 4.4.37 hold.

4.5 Square function bounds via Tb Theory

The goal of this section is to prove Theorem 4.1.1.

4.5.1 Reduction to high order t-derivatives

We will adapt the methods of [GdlHH16,HMM15b] to prove the square function bound
in Theorem 4.1.1 form large:

Theorem 4.5.1 (Square function bound for high t−derivatives). For each m ∈ N with
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m ≥ n+ 10, we have the estimate∫∫
Rn+1

+

∣∣tm(∂t)
m+1SLt f(x)

∣∣2 dx dt
t
≤ C‖f‖2L2(Rn),

where C depends on m, n, CA, provided that max{‖B1‖n, ‖B2‖n} is sufficiently small
depending on n, CA. Under the same hypotheses, the analogous bounds hold for L
replaced by L∗, and for Rn+1

+ replaced by Rn+1
− .

Let us see that we may reduce the proof of Theorem 4.1.1 to that of Theorem 4.5.1.
First, it is a fact that square function estimates for solutions u of Lu = 0 “travel up” the
t−derivatives:

Lemma 4.5.2 (Square function bound “travels up” t-derivatives). Fix m, k ∈ N with
m > k ≥ 1. Suppose that u ∈ W 1,2

loc (Rn+1
+ ) solves Lu = 0 in Rn+1

+ in the weak sense.
Then there exists a constant C depending only on m, n, CA, and max{‖B1‖n, ‖B2‖n},
such that ‖|tm∂m−1

t ∇u‖| ≤ C‖|tk∂kt u‖|.

The proof of the previous lemma is very straightforward (decompose into Whitney
cubes and then use the Caccioppoli inequality), and thus omitted.

Now, the following proposition (and Lemma 4.5.22) immediately allow us to reduce
proof of Theorem 4.1.1 to that of Theorem 4.5.1, and is a partial converse to Lemma
4.5.2. Recall that L2(Rn) ⊂ H−

1
2 (Rn).

Proposition 4.5.3 (Square function bound “travels down” t-derivatives). The following
estimates hold, where the implicit constants depend onm, k, and CA.

(i) For each f ∈ L2(Rn) and eachm ≥ 1, ‖|tm∂mt ∇Sf‖| .m ‖|tm+1∂m+1
t ∇Sf‖|+

‖f‖2.
(ii) For each f ∈ L2(Rn) and eachm > k ≥ 1,

‖|tk∂kt∇Sf‖| .m ‖|tm∂m+1
t Sf‖|+ ‖f‖2. (4.5.4)

Proof. Onemay obtain (ii) as a consequence of i) via induction onm, usingCaccioppoli’s
inequality on Whitney boxes after increasing the number of t derivatives appropriately.
So it suffices to prove i). Fixm ∈ N, N > 0 large, ε > 0 small and let f ∈ L2(Rn). Let

2Lemma 4.5.2 is used to show that ε0 can be chosen independently ofm.
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ψ ∈ C∞c (0,∞) be a non-negative function which satisfies

ψ ≡ 1 on
(
ε, 1
ε

)
, ψ ≡ 0 on

(
0, ε2
)
∪
(

2
ε ,∞

)
,

|ψ′| ≤ 4
ε on

(
ε
2 , ε
)
, |ψ′| ≤ 2ε on

(
1
ε ,

2
ε

)
.

Since Sf ∈ Y 1,2(Rn+1) and LSf = 0 in Rn+1
+ in the weak sense, then ∂mt Sf ∈

W 1,2
loc (Rn+1) and L∂mt Sf = 0 in Rn+1

+ in the weak sense. Observe that

∫
B(0,N)

∫ 1/ε

ε
t2m−1|∂mt ∇Sf |2 dt ≤

∫
B(0,N)

∫ 2/ε

ε/2
t2m−1|∂mt ∇Sf |2ψ dt,

and notice per our observations in Proposition 4.4.23 that the right-hand side above is
finite. Now,

∫
B(0,N)

∫ 2/ε

ε/2
t2m−1|∂mt ∇Sf |2ψ dt =

∫
B(0,N)

∫ 2/ε

ε/2
t2m−1∂mt ∇Sf∂mt ∇Sfψ dt

= − 1

2m

∫
B(0,N)

∫ 2/ε

ε/2
t2m∂t(∂

m
t ∇Sf∂mt ∇Sfψ) dt

≤ 1

m

∫
B(0,N)

∫ 2/ε

ε/2
t2m|∂m+1

t ∇Sf ||∂mt ∇Sf |ψ dt

+
1

m

∫
B(0,N)

[
−
∫ ε

ε/2
t2m|∂mt ∇Sf |2 dt+−

∫ 2/ε

1/ε
t2m|∂mt ∇Sf |2 dt

]
.

The last two terms are controlled by (4.4.24). As for the first term, note that 2m =
2m−1

2 + 2m+1
2 , and we use Cauchy’s inequality and absorb one of the resulting summands

to the left-hand side. Sending N →∞ and ε↘ 0 yields the desired result.

Combining Lemma 4.5.26 below and Theorem 4.5.1, wewill also obtain the following
result.

Theorem 4.5.5 (Square function bound for S∇). For eachm ∈ N, withm ≥ n+ 10,∫∫
Rn+1

+

∣∣∣tm(∂t)
m(St∇)~f(x)

∣∣∣2 dx dt
t
. ‖~f‖L2(Rn), (4.5.6)

where C depends on m, n, CA, provided that max{‖B1‖n, ‖B2‖n} is sufficiently small
depending on m, n, CA. These results hold for L∗ and in the lower half space as the
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hypotheses are symmetric.

4.5.2 Setup for the Tb argument and testing functions

Having reduced matters to proving Theorem 4.5.1, we fix m ∈ N with m ≥ n + 10.
We define the space H to be the subspace of L2(Rn)n consisting of the gradients of
Y 1,2(Rn)-functions. That is, H = {h′ : h′ = ∇F, F ∈ Y 1,2(Rn)}. For h′ ∈ H and
h0 ∈ L2(Rn), we set h = (h′, h0) and define for each t ∈ R\{0},

Θ0
th

0 := tm∂m+1
t Sth0, and

Θ′th
′ := tm∂mt (St∇)Ãh′ + tm(∂t)

mSt(B2‖ · h′),

where we recall that Ã is the (n+ 1)×n submatrix ofA consisting of the first n columns
of A. We let Θt := (Θ′t,Θ

0
t ) : H × L2(Rn)→ L2(Rn), which acts on h = (h′, h0) via

the identity Θth = Θ′th
′ + Θ0

th
0.

For each t > 0, we also define an auxiliary operator Θ
(a)
t : L2(Rn,Cn+1)→ L2(Rn)

which acts on g = (g′, g0) via Θ
(a)
t g = tm(∂t)

m(St∇)(g′, g0). This auxiliary operator
will play the role of an error term that allows us to integrate by parts. Accordingly, define
Θ̂t acting on functions h = (h′, h0, h′′) ∈ H × L2(Rn,C)× L2(Rn,Cn+1) via

Θ̂th(x) = Θt(h
′, h0)(x) + Θ

(a)
t h′′(x).

Weneed to define appropriate testing functions for our family {Θt}. Let τ ∈ (0, 1/40)

be a small parameter to be chosen later, and let Ψ̃ be a smooth cut-off function in Rn+1

with the following properties:

Ψ̃ ∈ C∞c
([
− 1

1000 ,
1

1000

]n × [− τ
2 ,

τ
2

])
, Ψ̃ ≡ 1 on

[
− 1

2000 ,
1

2000

]n × [− τ
4 ,

τ
4

]
0 ≤ Ψ̃ ≤ 1, |∇Ψ̃| . 1/τ.

Let Ψ := cn,τ Ψ̃ where cn,τ is chosen so that ‖Ψ‖1 = 1. Hence Ψ is a normalization of
Ψ̃. For any cube Q ⊂ Rn, we define the measurable functions

ΨQ(X) :=
1

`(Q)n+1
Ψ
( 1

`(Q)
[X − (xQ, 0)]

)
,
(
note that ‖ΨQ‖1 = 1

)
,
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Ψ±Q(y, s) := ΨQ

(
y , s∓ 3

2
τ`(Q)

)
,

and Ψs′
Q(y, s) := ΨQ(y, s + s′), for each s′ ∈ R. Let us make a few observations about

Ψ̃ and Ψ. The fact that

1[
− 1

2000 ,
1

2000

]n
×
[
− τ4 ,

τ
4

] ≤ Ψ̃ ≤ 1[
− 1

1000 ,
1

1000

]n
×
[
− τ2 ,

τ
2

]
forces that cn,τ ≈ 1

τ and that ‖Ψ̃‖2∗ ≈ τ
1

2∗ . Consequently, ‖Ψ‖2∗ ≈ τ−1+1/2∗ , and

‖ΨQ‖2∗ ≈ τ−1+1/2∗ [`(Q)n+1]−1+1/2∗ = [τ`(Q)n+1]−1/2+1/(n+1).

Of course, the same L2∗ estimate holds for Ψ±Q and Ψs′
Q. Now, we define for any cube and

s′ ∈ R the quantities

F±Q := L−1(Ψ±Q), FQ := F+
Q − F

−
Q , F s

′
Q := L−1(Ψs′

Q).

By our previous observations and the fact that L2∗(Rn+1) embeds continuously into
(Y 1,2(Rn+1))∗, we easily see that for any cube Q and any s′ ∈ R, the estimate

max
{
‖∇FQ‖2, ‖∇F±Q ‖2, ‖∇F

s′
Q ‖2

}
. [τ`(Q)n+1]−1/2+1/(n+1) (4.5.7)

holds. Notice that we have

Ψ+
Q(y, s)−Ψ−Q(y, s) = −

∫ 3
2 τ`(Q)

−3
2 τ`(Q)

∂s′Ψ(y, s+ s′) ds′ = −
∫ 3

2 τ`(Q)

−3
2 τ`(Q)

∂sΨ
s′
Q(y, s) ds′.

Therefore, the identity

FQ = −
∫ 3

2 τ`(Q)

−3
2 τ`(Q)

L−1(Dn+1Ψs′
Q) ds′ = −

∫ 3
2 τ`(Q)

−3
2 τ`(Q)

∂tL−1(Ψs′
Q) ds′

= −
∫ 3

2 τ`(Q)

−3
2 τ`(Q)

∂tF
s′
Q ds′ (4.5.8)

is valid in Y 1,2(Rn+1). For convenience, we write (∇y,su)(y, 0) := (∇y,su(y, s))
∣∣
s=0

.
We are now ready to define our testing functions bQ = (b′Q, b

0
Q). Let b0Q be defined via
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b0Q(y) := |Q|(∂L,−ν FQ)(y, 0), where

∂L,−ν u(y, 0) = en+1 · [A(∇y,su)(y, 0)−B1u(y, 0)]

= en+1 · [A(∇y,su)(y, 0)]− (B1)⊥u(y, 0).

We define b′Q via b′Q := |Q|∇‖FQ(y, 0), while we define the auxiliary testing function
b
(a)
Q via b(a)

Q := |Q|B1FQ(y, 0).

We will define a measure for each cube Q that corresponds to a smoothened charac-
teristic function. We do this exactly as in [GdlHH16]. Let > 0 to be chosen. For each
cube, we let dµQ = φQ dx, where φQ : Rn → [0, 1] is a smooth bump function supported
in (1+)Q with φQ ≡ 1 on (1/2)Q. Clearly, we can choose φQ so that φQ & on Q and
‖∇φQ‖L∞ . 1/`(Q). We also let ΦQ : Rn+1 → [0, 1] be a smooth extension of φQ;
that is, ΦQ(y, 0) = φQ(y), with ΦQ supported in I(1+)Q and ΦQ ≡ 1 on I(1/2)Q, where
for any cubeQ ⊂ Rn, we let IQ = Q× (−`(Q), `(Q)) denote the “double Carleson box”
associated to Q. We may also ensure that ‖∇ΦQ‖L∞(Rn+1) . 1/`(Q).

4.5.3 Properties of the testing functions

The testing functions defined above enjoy the following essential properties which justify
their use in the Tb argument.

Proposition 4.5.9 (Properties of the testing functions). Let bQ = (b′Q, b
0
Q), b̂Q, and Θ̂t

be as above. For any η > 0, there exists τ ∈ (0, 1) depending on n, CA, η, and
C0 = C0(m, τ), and there exists a measure µQ as described above, such that for each
cube Q, the estimates ∫

Rn
|bQ|2 ≤ C0|Q| (4.5.10)

∫ `(Q)

0

∫
Q

∣∣Θ̂tb̂Q(x)
∣∣2 dx dt

t
≤ C0|Q| (4.5.11)

1

2
≤ Re

( 1

µQ(Q)

∫
Q
b0Q dµ

)
(4.5.12)

∣∣∣ 1

µQ(Q)

∫
Q
b′Q dµQ

∣∣∣ ≤ η

2
, (4.5.13)
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hold, provided that max{‖B1‖n, ‖B2‖n} = εm < τ .

We note that while the smallness of εm = max{‖B1‖n, ‖B2‖n} apparently depends
onm at this point, we may prove Theorem 4.5.1 for a fixed sufficiently largem, and then
use Lemma 4.5.2 and Proposition 4.5.3 to remove any dependence onm in the bound for
max{‖B1‖n, ‖B2‖n}. For now, throughout the Tb argument, we shall continue to use
εm to denote this quantity.

We will establish several preliminary lemmas in anticipation of the proof of the above
proposition.

Lemma 4.5.14 (Estimate of the L2 norm of bQ). The estimate∫
Rn
|bQ|2 . τ−2+2/(n+1)|Q|,

holds, where the implicit constant depends on n and CA.

Proof. Set a := τ`(Q)
1000 and observe that FQ solves LFQ = 0 in the strip {(x, t) : |t| <

50a}. Let Ga be the grid of pairwise disjoint n-dimensional cubes with sides of length
a parallel to the coordinate axes, and for each P ∈ Ga, define the (n+ 1)−dimensional
box P ∗ := 2P × [−2`(P ), 2`(P )]. Applying Lemma 4.3.20 and the estimate (4.5.7), we
obtain that∫

Rn
|∇FQ(·, 0)|2 =

∑
P∈Ga

∫
P
|∇FQ(·, 0)|2 . 1

a

∑
P∈Ga

∫∫
P ∗
|∇FQ|2

.
1

a
‖∇FQ‖22 .

1

a
[τ`(Q)n+1]−1+2/(n+1) . τ−2+2/(n+1)|Q|−1,

where we used that a ≈ τ`(Q) and the bounded overlap of {P ∗}P∈Ga . Upon mul-
tiplying the above inequality by |Q|2, we have the desired estimate up to controlling
‖ |Q|(B1)⊥FQ(·, 0)‖2L2(Rn). We have already shown that ‖∇‖FQ(·, 0)‖L2(Rn) < ∞,
and from Lemma 4.2.3 and Lemma 4.3.17, we have that FQ(·, 0) ∈ L2∗(Rn), so that
F (·, 0) ∈ Y 1,2(Rn). From this, we can deduce the estimate ‖FQ(·, 0)‖

L
2n
n−2 (Rn)

.

‖∇‖FQ(·, 0)‖L2(Rn). Consequently, we may use the estimate for ‖∇FQ(·, 0)‖2L2(Rn)

obtained above and Hölder’s inequality to show that∫
Rn
|(B1)⊥FQ(·, 0)|2 ≤ ‖B1‖2n‖FQ(·, 0)‖2

L
2n
n−2 (Rn)

. ε2
m‖∇FQ(·, 0)‖2L2(Rn)
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. ε2
mτ
−2+2/(n+1)|Q|−1.

Upon multiplying the previous estimates by |Q|2, we easily obtain the claimed inequality
from the ellipticity of A.

The next lemma says that we have a Carleson estimate by including the error term.

Lemma 4.5.15 (Good behavior of b̂Q vis-à-vis Carleson norm of Θ̂t). Let b′Q, b0Q, and
b
(a)
Q be as above. Then, if b̂Q = (b′Q, b

0
Q, b

(a)
Q ), we have the estimate

∫ `(Q)

0

∫
Q

∣∣∣Θ̂tb̂Q(x)
∣∣∣2 dx dt

t
≤ C|Q|τ−β,

where β = 2 + 2m− 2/(n+ 1) > 0, and C depends onm, n, and CA.

Proof. First, let us show the identity

Θ̂tb̂Q(x) = |Q|tm(∂t)
m+1F−Q , on Rn+1

+ . (4.5.16)

By (an analogue of) Theorem 4.4.16 (iii)), to show the above identity, it suffices to show
that for each t > 0, the representation

Θ̂tb̂Q = |Q|tm∂m+1
t

(
SLt (∂L,−ν FQ) +DL,+t (Tr0 FQ)

)
holds inL2(Rn). For notational convenience, we will writeF 0

Q := Tr0 FQ. By definition,
we have that for any f ∈ C∞c (Rn),

〈Θ̂tb̂Q, f〉 = 〈|Q|tm(Dm+1
n+1 S

L)t[∂
L,−
ν FQ], f〉

+ 〈|Q|tm(Dm
n+1(SL∇)[Ã∇‖F 0

Q +B1F
0
Q])t, f〉 + 〈|Q|tm(Dm

n+1SL[B2‖ · ∇‖F 0
Q])t, f〉

= 〈|Q|tm(Dm+1
n+1 S

L)t[∂
L,−
ν FQ], f〉

+ (−1)m〈Ã∇‖F 0
Q +B1F

0
Q, |Q|tm(Dm

n+1∇SL
∗
[f ])−t〉

+ (−1)m〈B2‖ · ∇‖F 0
Q, |Q|tm(Dm

n+1SL
∗
[f ])−t〉.

Therefore, it suffices to show that

〈|Q|tm(Dm+1
n+1 D

L,+[F 0
Q])t, f〉 = (−1)m〈Ã∇‖F 0

Q +B1F
0
Q, |Q|tm(Dm

n+1∇SL
∗
[f ])−t〉
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+ (−1)m〈B2‖ · ∇‖F 0
Q, |Q|tm(Dm

n+1SL
∗
[f ])−t〉

=: (−1)m|Q|tmIt.

We rewrite It as follows, using Proposition 4.3.19, and the fact that F 0
Q ∈W 1,2(Rn),

It = 〈Ã∇‖F 0
Q +B1F

0
Q, (∇Dm

n+1SL
∗
[f ])−t〉+ 〈B2‖ · ∇‖F 0

Q, (D
m
n+1SL

∗
[f ])−t〉

= 〈∇‖F 0
Q,
(
(A∗∇Dm

n+1SL
∗
[f ])‖

)
−t +B2‖(D

m
n+1SL

∗
[f ])−t〉

+ 〈F 0
Q, B1(∇Dm

n+1SL
∗
[f ])−t〉

= (−1)m+1
〈
F 0
Q, D

m+1
n+1

(
~A∗n+1,·∇(SL∗ [f ])−s

)
s=t

+Dm+1
n+1

(
B2⊥(SL∗ [f ])−s

)
s=t

〉
= (−1)m+1 d

m+1

dsm+1

∣∣∣
s=t

〈
F 0
Q,
~A∗n+1,·∇(SL∗ [f ])−s +B2⊥(SL∗ [f ])−s

〉
= (−1)m+1 d

m+1

dtm+1

∣∣∣
s=t
〈F 0

Q, ∂
L∗,−
ν,−s (SL∗ [f ])〉 = (−1)m+2 d

m+1

dtm+1

∣∣∣
s=t
〈DL,+s [F 0

Q], f〉

= (−1)m+2〈(Dm+1
n+1 D

L,+[F 0
Q])t, f〉,

where we used (i) in Lemma 4.4.11 in the fifth equality, we used (ii) of Proposition 4.4.18
in the sixth equality, and we justify the handling of the t-derivatives via Proposition
4.4.27. This concludes the proof of the identity (4.5.16).

Now, we let a = τ`(Q)
1000 as before, and note that (∂t)

m+2F−Q is a solution in the half
space {(x, t) : t > 50a}. For P ∈ Ga and t ≥ 0, we set

P ∗t = 2P ×
(
t− a

20 , t+ a
20

)
, and P ∗∗t = 4P ×

(
t− a

5 , t+ a
5

)
.

Then using (4.3.21) and then Proposition 4.3.9 repeatedly (m + 1 times) , we obtain for
t ∈ (0, `(Q)]

∫
Q

∣∣Θ̂tb̂Q
∣∣2 ≤ ∫

Rn

∣∣|Q|tm(∂t)
m+1F−Q (·, t)

∣∣2 = t2m|Q|2
∑
P∈Ga

∫
P

∣∣(∂t)m+1F−Q (·, t)
∣∣2

. t2m|Q|2a−1
∑
P∈Ga

∫∫
P ∗t

|(∂t)m+1F−Q |
2 . t2m|Q|2a−1−2m

∑
P∈Ga

∫∫
P ∗∗t

|∂tF−Q |
2

. t2m|Q|2a−1−2m‖∇F−Q ‖
2
2 . t

2m|Q|2a−1−2m[τ`(Q)n+1]−1+2/(n+1)

. |Q|τ−β
( t

`(Q)

)2m
,
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where we used the bounded overlap of {P ∗∗t }P∈Ga . Hence, we see that∫ `(Q)

0

∫
Q

∣∣∣Θ̂tb̂Q(x)
∣∣∣2 dx dt

t
. |Q|τ−β

∫ `(Q)

0

( t

`(Q)

)2m dx dt

t
. |Q|τ−β.

Observe that Lemma 4.5.14 and the properties of µQ allow us to establish that∫
Rn\Q

|bQ| dµQ ≤ |(1+)Q \Q|1/2‖bQ‖L2(Rn) .
1/2 τ−1+1/(n+1)|Q|. (4.5.17)

Let us furnish a smallness estimate for b′Q.

Lemma 4.5.18 (Almost atomic behavior of b′Q). Let b′Q and µQ be as above. Then

∣∣∣ ∫
Rn
b′Q dµQ

∣∣∣ . |Q|τ1/2+1/(n+1), (4.5.19)

where the implicit constant depends on n and CA. In particular,∣∣∣ 1

µQ(Q)

∫
Q
b′Q dµQ

∣∣∣ . τ1/2+1/(n+1) +1/2 τ−1+1/(n+1). (4.5.20)

Proof. We first show how to derive (4.5.20) from the first inequality. We have that∣∣∣ ∫
Q
b′Q dµQ

∣∣∣ ≤ ∣∣∣ ∫
Rn
b′Q dµQ

∣∣∣+

∫
Rn\Q

|bQ| dµQ,

so that (4.5.20) readily follows from (4.5.19), (4.5.17), and the fact that µQ(Q) ≥
(1/2)n|Q|. It remains to show (4.5.19). To this end, we utilize the properties of φQ,
(4.5.8), (4.3.21) and Hölder’s inequality to see that

∣∣∣ ∫
Rn
b′Q dµQ

∣∣∣ = |Q|
∣∣∣ ∫

Rn
∇‖FQ(·, 0)φQ

∣∣∣ = |Q|
∣∣∣ ∫

Rn
FQ(·, 0)∇φQ

∣∣∣
. `(Q)n−1

∫
(1+)Q\(1/2)Q

|FQ(·, 0)|

. `(Q)n−1

∫
(1+)Q\(1/2)Q

∣∣∣ ∫ 3
2 τ`(Q)

−3
2 τ`(Q)

∂tF
s′
Q (y, 0) ds′

∣∣∣ dy
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. `(Q)n−1

∫ 3
2 τ`(Q)

−3
2 τ`(Q)

∫
(1+)Q\(1/2)Q

∣∣∣∂tF s′Q (y, 0)
∣∣∣ dy ds′

. `(Q)n−1 `(Q)n/2

`(Q)1/2

∫ 3
2 τ`(Q)

−3
2 τ`(Q)

(∫∫
I2Q\I(1/4)Q

|∇F s′Q (Y )|2 dY
)1/2

ds′

. |Q|τ1/2+1/(n+1),

where we used (4.5.7) in the last line and, in order to use (4.3.21), we used that for
s ∈ (−3

2τ`(Q), 3
2τ`(Q)) each F s′Q is a solution in I2Q \ I(1/4)Q.

The last preliminary lemma we will need establishes a coercivity estimate for b0Q.

Lemma 4.5.21 (Coercivity of b0Q). Let b0Q and dµQ = φQ dx as above. Suppose that
εm > 0 is a small number depending on m. Then, if max{‖B1‖n, ‖B2‖n} ≤ εm, the
estimate

Re
( 1

µQ(Q)

∫
Q
b0Q dµQ

)
≥
(

1− C
[
τ1/2+1/(n+1) + εmτ

−1/2+1/(n+1) +1/2 τ−1+1/(n+1)
])
,

holds, where C depends onm, n, and CA.

Proof. By the definitions of µQ, b0Q, and the conormal derivative, we observe that

∫
Rn
b0Q dµQ =

∫
Rn
b0QφQ = |Q|

∫
Rn

(∂L,−ν FQ)(y, 0)φQ(y) dy

= |Q|
(
−〈ΦQ,LFQ〉Rn+1

−
+

∫∫
Rn+1

A∇FQ ·∇ΦQ+ (B1FQ) ·∇ΦQ+ (B2 ·∇FQ)ΦQ

)
= |Q|(I + II).

Since supp Ψ+
Q ∩ Rn+1

− = ∅, ΦQ ≡ 1 on supp Ψ−Q, and
∫∫
Rn+1
−

Ψ−Q = 1, we have that

I = −〈ΦQ,LFQ〉Rn+1
−

= −
∫∫

Rn+1
−

(−Ψ−Q) = 1.

To bound II , we write II = II1 + II2 + II3, where the IIi correspond to each of
the summands in the integral defining II . For the term, II1, we use essentially the same
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estimates as in the previous lemma. In particular we use the properties of ΦQ, Hölder’s
inequality, the Caccioppoli inequality, and (4.5.8) to obtain that

|II1| ≤
∫∫

Rn+1

∣∣∣A∇FQ · ∇ΦQ

∣∣∣ . 1

`(Q)

∫∫
I(1+)Q\I(1/2)Q

|∇F |

. `(Q)(n−1)/2
(∫∫

I(1+)Q\I(1/2)Q

|∇F |2
)1/2

. `(Q)
(n−3)

2

(∫∫
I(1+)Q\I(1/2)Q

|F |2
)1/2

. `(Q)
(n−3)

2

(∫∫
I(1+)Q\I(1/2)Q

∣∣∣ ∫ 3
2 τ`(Q)

−3
2 τ`(Q)

∂tF
s′
Q (Y ) ds′

∣∣∣2 dY )1/2
. τ1/2+1/(n+1).

To bound II2, we use the estimate ‖B1FQ‖2 . εm‖∇FQ‖2 and (4.5.7) to see that

|II2| ≤
∫∫
I2Q

|(B1F ) · ∇ΦQ| .
1

`(Q)

∫∫
I2Q

|B1FQ|

.
`(Q)

n+1
2

`(Q)

(∫∫
I2Q

|B1FQ|2
)1/2

. εm`(Q)
n−1

2 ‖∇FQ‖2 . εmτ−1/2+1/(n+1).

To bound II3 we use Hölder’s inequality, ‖B2‖n ≤ εm, and (4.5.7) as follows:

|II3| ≤
∫ 2`(Q)

−2`(Q)

∫
2Q
|∇FQB2| ≤ εm

∫ 2`(Q)

−2`(Q)

(∫
2Q
|∇FQ|

n
n−1

)n−1
n

. εm`(Q)
n−2

2

∫ 2`(Q)

−2`(Q)

(∫
2Q
|∇FQ|2

) 1
2
. εm`(Q)

n−1
2

(∫ 2`(Q)

−2`(Q)

∫
2Q
|∇FQ|2

) 1
2

. εm`(Q)
n−1

2 ‖∇FQ‖2 . εmτ−1/2+1/(n+1).

Combining the previous estimates gives that

Re
(∫

Rn
b0Q dµQ

)
≥ |Q|

(
1− C

[
τ1/2+1/(n+1) + εmτ

−1/2+1/(n+1)
])
.

This estimate, in concert with (4.5.17) and the fact that µQ(Q) ≤ 1, ends the proof.

With εm and at our disposal, we collapse the dependence of parameters to only τ ,
leaving freedom to take εm even smaller. We ensure that εm < τ and set = τ3. Under
these choices, we are ready to present the
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Proof of Proposition 4.5.9. When the choices εm < τ and = τ3 are used in Lemma
4.5.21, we have that

Re
( 1

µQ(Q)

∫
Q
b0Q dµ

)
≥ 1− Cτ1/2+1/(n+1),

whereC depends on n andCA. Accordingly, we may pick τ small enough so that (4.5.12)
holds. The choice= τ3 used in (4.5.20) gives that∣∣∣ 1

µQ(Q)

∫
Q
b′Q dµQ

∣∣∣ ≤ Cτ1/2+1/(n+1),

whereC depends on n andCA. Hence, we may guarantee that (4.5.13) holds by choosing
τ small depending on C and η. Having chosen τ so that (4.5.12) and (4.5.13) hold,
(4.5.10) and (4.5.11) follow from Lemma 4.5.14 and Lemma 4.5.15 respectively.

4.5.4 Control of the auxiliary square functions

As a last preliminary step to presenting the proof of the square function bound, we
elucidate how to control the error terms involving Θ

(a)
t and Θ′t.

Proposition 4.5.22 (Control of error terms). Let Tt be either Θ′t or Θ
(a)
t . Then, for

each fixed t > 0, Tt1 is well defined as an element of L2
loc(Rn). Moreover, we have the

estimates
‖|Tt|‖op ≤ C‖|Θ0

t |‖op + 1, (4.5.23)

and
‖Tt1‖C ≤ C‖Θ0

t 1‖C + 1. (4.5.24)

where C depends on m, n, and CA, provided that max{‖B1‖n, ‖B2‖n} is sufficiently
small depending onm, n, and CA.

Remark 4.5.25. We will operate under the assumption that Tt1 and Θ0
t 1 have finite ‖·‖C

norm. Indeed, otherwise for γ > 0, we replace Tt1 by (Tt1)γ = (Tt1)1γ<t≤1/γ and
analogously for Θ0

t 1, and we observe that these truncated versions will always have finite
‖·‖C norm under our hypotheses.

Proposition 4.5.22 will be a direct consequence of the following lemma.

253



Lemma 4.5.26 (Control of gradient field terms). Let Θ̃t := tm∂mt SLt ∇‖ for m ∈ N,
m ≥ n+ 10. Then

‖|Θ̃t|‖op . ‖|Θ0
t |‖op + 1, (4.5.27)

and
‖Θ̃t1‖C . ‖Θ0

t 1‖C + 1, (4.5.28)

where the constants depends on m, n, and CA, provided that max{‖B1‖n, ‖B2‖n} is
sufficiently small depending onm, n, and CA.

Proof. Wenote that (4.5.28) follows fromLemma 4.2.23, (4.5.27) and Proposition 4.4.37.
The proof will follow the general scheme of [HMM15b, Lemma 3.1], with modifications
due to the first order terms. Write L‖ := divxA‖∇‖ where A‖ = (Ai,j)1≤i,j≤n. By the
Hodge decomposition for the operator L‖, to prove (4.5.27) it is enough to show that∫∫

Rn+1
+

∣∣tm∂mt SLt (∇‖ ·A‖∇‖F )(x)
∣∣2 dx dt

t
. (1 + ‖|Θ0

t |‖2op), (4.5.29)

for all F ∈ Y 1,2(Rn) with ‖∇‖F‖L2 . 1 (dependence on CA). We write

tm∂mt SLt ∇‖A‖∇‖F

=
{
tm∂mt SLt ∇‖A‖ − tm

(
∂mt SLt ∇‖A‖

)
Pt
}
∇‖F + tm

(
∂mt SLt ∇‖A‖

)
Pt∇‖F

=: Rt(∇‖F ) + tm
(
∂mt SLt ∇‖ ·A‖

)
Pt∇‖F,

where tm(∂mt St∇‖A‖) is the (vector-valued) operator tm∂mt St∇‖ applied to A‖, the
latter understood as a vector function with components in L2

loc(Rn;Cn), and Pt is a
nice approximate identity constructed as follows. Let ζt(x) = t−nζ

(
|x|
t

)
, where ζ ∈

C∞c (B(0, 1/2)) is radial with
∫
Rn ζ = 0 andQtf(x) = (ζt ∗ f)(x) satisfies the Calderón

reproducing formula∫ ∞
0
Q2
t

dt

t
= I, in the strong operator topology on L2.

Then Qs is a CLP family (see Definition 4.2.26) and we set Pt :=
∫∞
t Q

2
s
ds
s . Then

Pt is a nice approximate identity; that is, Pt = (ϕt ∗ f)(x) where ϕt = t−nϕ
( |·|
t

)
and

ϕ ∈ C∞c (B(0, 1)) is a radial function with
∫
Rn ϕ = 1.
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The term tm∂mt St∇‖ ·A‖Pt∇‖F is the ‘main term’ and we will apply the techniques
of the solution to the Kato problem [AHL+02a] to handle its contribution. For now, we
focus on the remainder term Rt(∇‖F ), which takes a bit of exposition due to the number
of terms arising from the lower order terms in the differential operator L. To this end, we
write

Rt = tm∂mt SLt ∇‖A‖ − tm
(
∂mt SLt ∇‖A‖

)
Pt

=
{
tm∂mt SLt ∇‖A‖Pt−tm

(
∂mt SLt ∇‖A‖

)
Pt
}

+tm∂mt SLt ∇‖A‖(I−Pt) =: R
[1]
t +R

[2]
t .

Observe that R[1]
t 1 = 0, R[1]

t has sufficient off-diagonal decay (Proposition 4.4.37) and
uniformL2 boundedness (Proposition 4.4.23), and ‖R[1]

t ∇x‖2→2 ≤ C/t. Then the square
function bound ∫∫

Rn+1
+

|R[1]
t ∇‖F |2

dx dt

t
. ‖∇‖F‖22

follows from Lemma 4.2.25 as desired. To control Rt it remains to control R[2]
t . Set

Zt := I − Pt and define ~b := (An+1,1, . . . , An+1,n). By using integration by parts on
slices (Proposition 4.3.19) and Proposition 4.2.27, we obtain that

tm∂mt St∇‖A‖Zt∇‖F = tm∂mt St∇‖A‖∇‖ZtF

= tm∂m+1
t (St∇) · ~A·,n+1ZtF − tm∂m+1

t St(~b∇ZtF ) + tm∂mt (St∇)B1ZtF

− tm∂mt St(B2‖∇‖ZtF ) + tm∂m+1
t St(B2⊥ZtF ) =: J1 +J2 +J3 +J4 +J5.

Note that, using Plancherel’s theorem, we have that∫∫
Rn+1

+

|t−1(I − Pt)F (x)|2 dx dt
t
. ‖∇‖F‖22. (4.5.30)

Since tm+1∂m+1
t (St∇) : L2 → L2 uniformly in t, we easily obtain the associated square

function bound for J1. To bound J2, we write

J2 = −tm∂m+1
t St

(
~b · ∇‖(I − Pt)F

)
= −tm∂m+1

t St~b · ∇‖F

+ {tm∂m+1
t St~bPt − (tm∂m+1

t St~b)Pt}∇‖F + (tm∂m+1
t St~b)Pt∇‖F

255



=: J2,1 + J2,2 + J2,3.

For J2,1, we see that J2,1 = Θ0
t
~b∇‖F , whence∫∫

Rn+1
+

|tm∂m+1
t St~b∇‖F |2

dx dt

t
. ‖|Θ0

t ‖|2op‖∇‖F‖22.

Similarly, by Lemma 4.2.23 and Carleson’s Lemma, we have that∫∫
Rn+1

+

|(tm∂m+1
t St~b)Pt∇‖F |2

dx dt

t
. ‖|Θ0

t ‖|2op‖∇‖F‖22,

so that the contribution from J2,3 has the desired control. Notice that J2,2 is of the
form Rt∇‖F where Rt1 = 0, Rt : L2 → L2 and ‖Rt∇x‖L2→L2 ≤ C/t and Rt
good off-diagonal decay. Thus, the desired square function bound for term J2,2, follows
immediately from Lemma 4.2.25.

For term J3, let g be such that I1g = F and ‖g‖2 ≈ ‖∇‖F‖2. Then using
tm∂mt (St∇) = Θ

(a)
t , we have by Proposition 4.4.30 that

‖Θ(a)
t B1I1Q2

sg‖L2(Rn) .
(s
t

)γ
‖Qsg‖L2(Rn)

for some γ > 0 independent of g. Then by standard estimates we obtain∫∫
Rn+1

+

∣∣∣tm∂mt (St∇)B1(I − Pt)F
∣∣∣2 dx dt

t

=

∫∫
Rn+1

+

∣∣∣tm∂mt (St∇)B1I1(I − Pt)g
∣∣∣2 dx dt

t

.
∫∫

Rn+1
+

∣∣∣tm∂mt (St∇)B1I1

(∫ t

0
Q2
sg
ds

s

)∣∣∣2 dx dt
t

.γ

∫∫
Rn+1

+

∫ t

0

( t
s

)γ/2∣∣∣tm∂mt (St∇)B1I1Q2
sg
∣∣∣2 ds

s

dx dt

t

.
∫ ∞

0

∫ ∞
s

(s
t

)γ/2
‖Qsg‖22

dt

t

ds

s
.γ

∫ ∞
0
‖Qsg‖22

ds

s
. ‖g‖22 ≈ ‖∇‖F‖22,

where in the fourth inequality we used Cauchy’s inequality in the ds
s integral noting that∫ t

0 (s/t)γ dss . Cγ , and we used the square function estimate for the CLP family Qs (see
Definition 4.2.26). This takes care of the contribution from J3.
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Next, we handle J4. We write J4 as the sum of its pieces, as follows:

J4 = −tm∂mt StB2‖∇‖(I − Pt)F

= −tm∂mt StB2‖∇‖F + tm∂mt StB2‖∇‖PtF = J4,1 + J4,2.

For J4,1, we observe that

J4,1 = −tm∂mt StB2‖∇‖F = −tm∂mt St div‖∇‖I2B2‖∇‖F = −Θ̃(∇‖I2B2‖F )

and notice that ‖∇‖I2B2‖F‖2 . ‖B2‖n‖∇‖F‖2. Therefore,∫∫
Rn+1

+

|tm∂mt StB2‖∇‖F |2
dx dt

t
. ‖|Θ̃t‖|2op‖B2‖2n‖∇‖F‖22,

and hence J4,1 can be hidden in (4.5.29) when ‖B2‖n is small. For J4,2, we write

J4,2 =
{
tm∂mt StB2‖Pt − (tm∂mt StB2‖)Pt

}
∇‖F + (tm∂mt StB2‖)Pt∇‖F

= R̃t∇‖F + (tm∂mt StB2‖)Pt∇‖F.

We may handle R̃t∇‖F using Lemma 4.2.25, as R̃t satisfies the required hypotheses (see
Propositions 4.4.23 and 4.4.37). We see, in a similar fashion to J4,1, that tm∂mt StB2‖ =

Θ̃t∇‖I2B2‖, and ‖∇‖I2B2‖‖BMO . ‖B2‖2n. Noting that Θ̃t1 = 0, it follows from
Lemma 4.2.23 and Carleson’s Lemma that∫∫

Rn+1
+

∣∣(tm∂mt StB2‖)PtF
∣∣2 dx dt

t
. (1 + ‖|Θ̃t‖|2op)‖B2‖2n‖∇‖F‖22,

which can be hidden in (4.5.29) when ‖B2‖n is sufficiently small.

Finally, to handle J5, rewrite it as J5 = tm+1∂m+1
t StB2⊥(1

t [I − Pt]F ). Since
tm+1∂m+1

t StB2⊥ : L2 → L2 uniformly in t, we may handle this term exactly as J1 by
using (4.5.30).

Having handled the remainderRt, we have reduced matters to showing that the square
function bound∫∫

Rn+1
+

|tm(∂mt St∇‖ ·A‖)(x)Pt∇‖F (x)|2 dx dt
t
. ‖∇‖F‖22
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holds for all F ∈ Y 1,2(Rn) with ‖∇‖F‖2 ≤ 1. By Carleson’s Lemma, it is enough to
show that

sup
Q

1

|Q|

∫ `(Q)

0

∫
Rn
|tm(∂mt St∇‖ ·A‖)(x)|2 dx dt

t
≤ C. (4.5.31)

In order to obtain (4.5.31), we appeal to the technology of the solution of the Kato
problem [AHL+02a], and follow the argument of [HMM15b]. By [AHL+02a], for each
dyadic cube Q there exists a mapping FQ : Rn → Cn such that

(i)
∫
Rn
|∇‖FQ|2 ≤ C|Q|

(ii)
∫
Rn
|L‖FQ|2 ≤

|Q|
`(Q)2

(iii) sup
Q

∫ `(Q)

0
−
∫
Q
|~ζ(x, t)|2 dx dt

t
. C sup

Q

∫ `(Q)

0
−
∫
Q
|~ζ(x, t)Et∇‖FQ|2

dx dt

t

for each ~ζ : Rn+1
+ → Cn, where Et denotes the dyadic averaging operator; that is, if

Q(x, t) is the minimal dyadic cube containing x ∈ Rn with side length at least t, then
Etg(x) = −

∫
Q(x,t) g. Here, we note that ∇‖FQ is the Jacobian of FQ and ~ζEt∇‖FQ

is a vector. Given such a family {FQ}Q, we see that by applying property (iii) with
~ζ(x, t) = TtA‖, where Tt := tm∂mt (St∇‖) it is enough to show that

∫ `(Q)

0

∫
Q
|(TtA‖)(x)Et∇‖FQ(x)|2 dx dt

t
. (1 + ‖|Θ0

t ‖|2op)|Q|.

Following [AT98,CM86], we write that

(TtA‖)Et∇‖FQ = {(TtA‖)Et − TtA‖}∇‖FQ + TtA‖∇‖FQ
= TtA‖(Et − Pt)∇‖FQ + {(TtA‖)Pt − TtA‖}∇‖FQ + TtA‖∇‖FQ

=: R
(1)
t ∇‖FQ +R

(2)
t ∇‖FQ + TtA‖∇‖FQ.

Observe that R(2)
t = −Rt from above, and we have already shown that ‖|Rt‖|op .

(1 + ‖|Θ0
t ‖|op)3, so that the desired bound holds from property i) of FQ. For the last

term, we have thatTtA‖∇‖FQ = tm∂mt StL‖FQ, andwe know that tm−1∂mt St : L2 → L2

uniformly in t. Thus, by property (ii) of FQ, we have that

3We have shown that ‖|Rt‖|op . (1+‖|Θ0
t‖|op)+ε‖|Θ̃t‖|op, where ε is at our disposal by the smallness

of max{‖B1‖n, ‖B2‖n}, and this is enough for our purposes.
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∫ `(Q)

0

∫
Q
|(TtA‖FQ)(x)|2 dx dt

t
≤
∫ `(Q)

0

∫
Rn
|tm−1∂mt StL‖F (x)|2t dx dt

.
|Q|
`(Q)2

∫ `(Q)

0
t dt . |Q|,

which shows the desired bound for this term.

To bound the contribution from R
(1)
t , we note that Tt : L2 → L2 uniformly in t and∫∫

Rn+1
+

|(Et − Pt)g(x)|2 dx dt
t
. ‖g‖22

for g ∈ L2(Rn). Therefore,

∫ `(Q)

0

∫
Q
|R(1)

t ∇‖FQ|2
dx dt

t
≤
∫ `(Q)

0

∫
Rn
|TtA‖(Et − Pt)∇‖FQ|2

dx dt

t

.
∫ `(Q)

0

∫
Rn
|(Et − Pt)∇‖FQ|2

dx dt

t

. ‖∇‖F‖22 . C|Q|,

where we used the ellipticity of A in the second inequality, and property i) of FQ in the
last inequality. This controls the contribution from R

(1)
t and finishes the proof of the

Lemma.

We move on to the

Proof of Proposition 4.5.22. To see that ‖|Θ(a)
t ‖|op . 1+‖|Θ0

t ‖|op, and that ‖Θ
(a)
t 1‖C .

1 + ‖Θ0
t ‖C , we simply notice that Θ

(a)
t = (Θ0

t , t
m∂mt (St∇‖)) so that the desired bounds

follow directly from the previous lemma.

We are left with showing the bounds in Proposition 4.5.22 for Tt = Θ′t. We note
immediately that (4.5.24) will follow from (4.5.23) and Lemma 4.2.23. Therefore, it is
enough to show (4.5.23). In fact, by Lemma 4.5.26, it suffices to show that ‖|Θ′t‖|op .
‖|Θ̃t‖|op + ‖|Θ0

t ‖|op. For g ∈ L2(Rn,Cn), we have that

Θ′tg = tm∂mt St(B2‖g) + tm∂mt (St∇) · Ãg

= tm∂mt St(B2‖g) + tm∂mt (St∇‖) ·A‖g − tm∂m+1
t St~bg,
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where~b = (An+1,j)1≤j≤n. The ellipticity of A gives immediately that
‖|tm∂mt (St∇‖)A‖‖|op . ‖|Θ̃‖|op, and ‖|tm∂m+1

t St~b‖|op . ‖|Θ̃‖|op. It remains to handle
the first term. Observe that B2‖g = div‖∇‖I2B2‖g = div‖ ~RI1B2‖g, where ~R is the
vector-valued Riesz tranform. It follows that B2‖g = div‖ ~G with ‖~G‖2 . ‖B2‖n‖g‖2,
and hence

‖|tm∂mt StB2‖|op . ‖|Θ̃t‖|op‖B2‖n,

which yields the desired bound.

4.5.5 Proof of the square function bound

We finally turn to the proof of Theorem 4.5.1 (and hence, by our reduction, the proof
of Theorem 4.1.1). Our method follows the lines of [GdlHH16], circumventing some
difficulties by introducing Θ

(a)
t and b(a)

Q .

Proof of Theorem 4.5.1. Let C1 be a constant, depending on m, n, and CA, for which
the inequalities (4.5.23) and (4.5.24) hold. We choose η in Proposition 4.5.9 as η :=

1/(2C1 + 4). By the generalized Christ-Journé T1 theorem for square functions, (see
[GdlHH16, Theorem 4.3]) to prove the theorem it is enough4 to show that

‖Θ0
t 1‖C ≤ C. (4.5.32)

As in [GdlHH16], we want to reduce the above estimate to one of the form∫∫
RQ

∣∣∣(Θt1)A
µQ
t bQ

∣∣∣2 dx dt
t
≤ C|Q|,

where AµQt is an averaging operator adapted to µQ (and hence Q) we will introduce
later and RQ is the Carleson region Q × (0, `(Q)). The argument up until this reduc-
tion, namely (4.5.40), is almost exactly as in [GdlHH16]. Define ζ(x, t) := Θt1(x),
ζ0(x, t) := Θ0

t 1(x), and ζ ′(x, t) := Θ′t1(x), where these objects make sense as elements

4The careful reader will notice that we have verified the hypotheses of [GdlHH16, Theorem 4.3] above
aside from the quasiorthogonality estimate [GdlHH16, equation (4.4)]. This estimate is slightly misstated
in [GdlHH16], where h should be replaced by Qsh and we verify this below when dealing with the term
labeled J1.
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of L2
loc(R

n+1
+ ) by Lemma 4.2.24 and Proposition 4.4.37. Consider the cut-off surfaces

F1 :=
{

(x, t) ∈ Rn+1
+ : |ζ0(x, t)| ≤ √η|ζ ′(x, t)|

}
,

F2 :=
{

(x, t) ∈ Rn+1
+ : |ζ0(x, t)| > √η|ζ ′(x, t)|

}
.

We easily have that ‖ζ0‖C ≤ ‖ζ01F1‖C + ‖ζ01F2‖C . By definition of F1, Proposition
4.5.22, and the fact that η < 1/(2C1), we realize that

‖ζ01F1‖C ≤ η‖ζ1‖C ≤ C1η(1 + ‖ζ0‖C) ≤
1

2
(1 + ‖ζ0‖C).

Consequently, ‖ζ0‖C ≤ 1 + 2‖ζ01F2‖C , and recall that we may work with truncated
versions of each of ζ, ζ0, ζ ′ so that all quantities are finite. Accordingly, we have reduced
the proof of (4.5.32) to showing that

‖ζ01F2‖C ≤ C. (4.5.33)

By (4.5.12) and (4.5.13) we have that

1

2
|ζ0| ≤

∣∣∣ζ0 · 1

µQ(Q)

∫
Q
b0Q dµQ

∣∣∣ ≤ ∣∣∣ζ · 1

µQ(Q)

∫
Q
bQ dµQ

∣∣∣+ ∣∣∣ζ ′ · 1

µQ(Q)

∫
Q
b′Q dµQ

∣∣∣
≤
∣∣∣ζ · 1

µQ(Q)

∫
Q
bQ dµQ

∣∣∣+
η

2
|ζ ′|,

for every dyadic cube Q ⊂ Rn. Therefore, for every such Q ⊂ Rn, the estimates

1

2
|ζ0| ≤

∣∣∣ζ · 1

µQ(Q)

∫
Q
bQ dµQ

∣∣∣+

√
η

2
|ζ0|, and

|ζ| ≤ |ζ0|+ |ζ ′| ≤ (1 + η−
1
2 )|ζ0| ≤ 2η−1/2|ζ0|

hold in F2. Combining the previous three estimates, we have that for (x, t) ∈ F2 and
every dyadic cube Q
√
η

2
(1−√η)

1

2
|ζ(x, t)| ≤ (1−√η)

1

2
|ζ0(x, t)| ≤

∣∣∣ζ · 1

µQ(Q)

∫
Q
bQ dµQ

∣∣∣. (4.5.34)

At this juncture, we make the observation that, in order to obtain (4.5.33), it suffices
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to show that for some α > 0 chosen small enough, we have that

‖ζ01F21Γαν (ζ)‖C ≤ C, (4.5.35)

with C independent of ν, where Γαν is an arbitrary cone of aperture α; that is,

Γαν := {z ∈ C2 : |(z/|z|)− ν)| < α},

for ν ∈ C2 a unit vector. It is clear that if we establish (4.5.35), then (4.5.33) follows
by summing over a collection of cones covering C2. In light of this, we fix such a cone
Γαν with α to be chosen. By (4.5.34) and the fact that η < 1/4 we have that for each
(x, t) ∈ F2 with ζ(x, t) ∈ Γαν and every dyadic cube Q ⊂ Rn,

√
η

8
≤
∣∣∣ ζ(x, t)

|ζ(x, t)|
· 1

µQ(Q)

∫
Q
bQ dµ

∣∣∣
≤
∣∣∣( ζ(x, t)

|ζ(x, t)|
− ν
)
· 1

µQ(Q)

∫
Q
bQ dµ

∣∣∣+
∣∣∣ν · 1

µQ(Q)

∫
Q
bQ dµ

∣∣∣
≤ C0α+

∣∣∣ν · 1

µQ(Q)

∫
Q
bQ dµ

∣∣∣,
where in the last step, we used Schwarz’s inequality, the fact that

1/C0 ≤ dµ/dx = φQ ≤ 1 on Q,

and (4.5.10). Since α is at our disposal, we may choose α <
√
η

16C0
, so that

√
η

16
=: θ ≤

∣∣∣ν · 1

µQ(Q)

∫
Q
bQ dµ

∣∣∣. (4.5.36)

Next, we observe that in order to obtain (4.5.36) we needed (x, t) ∈ F2 with ζ(x, t) ∈ Γαν .
This means that (4.5.36) holds whenever∫∫

RQ

|ζ0(x, t)|21F2(x, t)1Γαν (ζ(x, t))
dx dt

t
6= 0.

Consequently, when proving (4.5.35) we can always assume that (4.5.36) holds.

Now, fix any dyadic cube Q such that (4.5.36) holds and, following [GdlHH16],
use a stopping time procedure to extract a family F = {Qj} of non-overlapping dyadic
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subcubes of Q which are maximal with respect to the property that at least one of the
following conditions holds:

1

µQ(Qj)

∫
Qj

|bQ| dµQ >
θ

4α
(type I)∣∣∣ν · 1

µQ(Qj)

∫
Qj

bQ dµQ

∣∣∣ ≤ θ

2
(type II).

If some Qj happens to satisfy both the type I and type II conditions we (arbitrarily)
assign it to be of type II . We will write Qj ∈ FI or Qj ∈ FII to mean that a cube is
of type I or of type II respectively. This stopping time argument produces an ‘ample
sawtooth’ with desirable bounds in the following sense.

Claim 4.5.37 (Ample sawtooth). There exists β > 0, uniform in Q, such that∑
Qj∈F

|Qj | ≤ (1− β)|Q|, (4.5.38)

provided that α > 0 is small enough (depending on allowable constants). Moreover,

|ζ(x, t)|21Γα(ζ(x, t)) ≤ Cθ|ζ(x, t)A
µQ
t bQ(x)|2, for (x, t) ∈ E∗Q, (4.5.39)

where E∗Q := RQ \ (∪Qj∈FRQj ). Here A
µQ
t is the ‘dyadic averaging operator adapted

to the measure µQ’, that is, Aµt f(x) = 1
µQ(Q(x,t))

∫
Q(x,t) f dµQ, where Q(x, t) denotes

the smallest dyadic cube, of side length at least t, that contains x.

We postpone the proof of the claim for a bit. The ampleness condition (4.5.38)
allows us to use the “John-Nirenberg lemma for Carleson measures” to replace RQ in
the definition of ‖ · ‖C by E∗Q. This is done via an induction argument; see for instance,
[Hof10, Lemma 1.37]. Thus, we have by (4.5.39) that

‖ζ01F21Γαν (ζ)‖C .β sup
Q

1

|Q|

∫∫
E∗Q

|ζ0(x, t)|21F2(x, t)1Γαν (ζ(x, t))
dx dt

t

. sup
Q

1

|Q|

∫∫
RQ

|ζ(x, t)A
µQ
t bQ(x)|2 dx dt

t
,

where we used that |ζ0| ≤ |ζ| in the first line and replaced E∗Q by the larger set RQ after
using (4.5.39) in the second line. As we had reduced the proof of the theorem to showing
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the estimate (4.5.35), it is enough to show that

sup
Q

1

|Q|

∫∫
RQ

|ζ(x, t)A
µQ
t bQ(x)|2 dx dt

t
≤ C. (4.5.40)

To this end, we fix a dyadic cube Q and write

ζA
µQ
t bQ = [(Θt1)Aµt −Θt]bQ + ΘtbQ =: RtbQ + ΘtbQ = I + II.

First we handle term II , which is (almost) good by design. We write

II = ΘtbQ = Θ̂tb̂Q −Θ
(a)
t b

(a)
Q =: II1 + II2.

By (4.5.11), the contribution from the term II1 in (4.5.40) is controlled byC0. Moreover,
by Proposition 4.5.22 we have that∫∫

RQ

|Θ(a)
t b

(a)
Q |

2 dx dt

t
≤ C1‖b(a)

Q ‖
2
L2(Rn)(1 + ‖Θ0

t 1‖C)

≤ C1C0|Q| ‖B1‖2n(1 + ‖Θ0
t 1‖C),

so that the contribution of II2 can be hidden in (4.5.32), provided that ‖B1‖n is sufficiently
small (depending on η, α). Here, we used that b(a)

Q (y) = |Q|B1FQ(y, 0), so that

‖b(a)
Q ‖

2
L2(Rn) =

∫
Rn
|Q|2|B1FQ(·, 0)|2 ≤ ‖B1‖2n|Q|2

∫
Rn
|∇FQ(·, 0)|2 ≤ C0‖B1‖2n |Q|.

It remains to obtain a desirable bound for I . Let {Qs}s>0 be a CLP family (see
Definition 4.2.26). By a standard orthogonality argument and (4.5.10), it is enough to
show that for some β0 > 0 and all t ∈ (0, `(Q)), the estimate∫

Q
|RtQ2

sh|2 . min
(s
t
,
t

s

)β0
∫
Rn
|Qsh|2 (4.5.41)

holds for all h ∈ H × L2(Rn).

We remind the reader that H := {h′ : h′ = ∇F, F ∈ Y 1,2(Rn)} and that bQ ∈
H ×L2(Rn). Before proving (4.5.41), we make a small technical point. Having fixedQ,
we let µ̃Q be a measure on Rn defined by µ̃Q := µQ|Q + 1

C̃0
dx|Rn\Q, and set Et = A

µ̃Q
t .
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Notice that for (x, t) ∈ Q× (0, `(Q)), Aµ̃Qt acts exactly as AµQt . Thus, in order to prove
(4.5.41), we may replace Rt by R̃t, where R̃t := [(Θt1)Et − Θt]. Notice that we may
apply Lemma 4.2.24 to Θt, since Θt has good off-diagonal decay (see Proposition 4.4.37)
and satisfies uniform L2 bounds on slices (see Proposition 4.4.23). Thus, (Θt1) is well
defined as an element of L2

loc and, since Et is a self-adjoint averaging operator, we have
that

sup
t>0
‖(Θt1)Et‖L2→L2 ≤ C. (4.5.42)

We break (4.5.41) into cases.

Case 1: t ≤ s. In this case, we see by (4.5.42) and properties of Θt that R̃t1 = 0,
‖R̃t‖L2→L2 ≤ C and R̃t has good off-diagonal decay. Hence, it follows from Lemma
4.2.25 that

‖R̃tQ2
sh‖L2(Rn) . t‖∇Q2

sh‖L2(Rn) .
t
s‖s∇QsQsh‖L2(Rn) .

t
s‖Qsh‖L2(Rn),

which shows (4.5.41) with β0 = 2 in this case.

Case 2: t > s. In this case, we break R̃t into its two separate operators. One can
verify that ‖EtQs‖L2→L2 . ( st )

γ for some γ > 0. Since Et is a projection operator, we
have that Et = E2

t and hence by (4.5.42), we see that

‖(Θt1)EtQ2
sh‖2 = ‖(Θt1)Et[EtQ2

sh]‖2 . ‖EtQ2
sh‖2 . ( st )

γ‖Qsh‖2,

which shows that the contribution of (Θt1)EtQ2
s to (4.5.41) when t > s is as desired

with β0 = 2γ.

We are left with handling ΘtQ2
sh. Since h = (h′, h0) ∈ H × L2(Rn), we write

h = (∇‖F, h0), with F ∈ Y 1,2(Rn) (note∇‖ = ∇ here). Then we may write

ΘtQsh = Θ0
tQ2

sh
0 + Θ′tQ2

s∇‖F

= Θ0
tQ2

sh
0 + [Θ′tQ2

s∇‖F + Θ
(a)
t B1Q2

sF ]−Θ
(a)
t B1Q2

sF

= J1 + J2 + J3.

To handle J1, we write Qs = s div‖ s∇‖es
2∆, so that

J1 = Θ0
tQ2

sh
0 = tm(∂t)

m+1SLt QsQsh0 = s
t t
m+1(∂t)

m+1SLt div‖ s∇‖es
2∆Qsh0.
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Note that by (4.4.25) we have that tm+1(∂t)
m+1SLt div‖ and s∇‖es

2∆ are bounded
operators on L2(Rn). Therefore, we have that ‖Θ0

tQ2
sh

0‖2 . s
t‖Qsh

0‖2, and the
contribution of J1 to (4.5.41) when t > s is as desired with β0 = 2.

For the term J2, first we use Proposition 4.2.27 to justify that there exists g ∈ L2(Rn)

such that QsF = I1g, where I1 = (−∆)−1/2 is the Riesz potential of order 1, and
satisfying ‖g‖2 ≈ ‖∇‖QsF‖2 = ‖Qs∇‖F‖2 = ‖Qsh′‖2 (every F ∈ Y 1,2(Rn) arises
as the Riesz potential of a function g in L2(Rn)). Then, we may use integration by parts
on slices (Proposition 4.3.19) to compute that

J2 = tm(∂t)
mSLt

(
B2‖∇‖Q2

sF
)
+tm(∂t)

m(SLt ∇)Ã∇‖Q2
sF+tm(∂t)

m(SLt ∇)B1Q2
sF

= −tm(∂t)
m+1(SLt ∇) ~A·,n+1QsI1g + tm(∂t)

m+1SLt B2⊥QsI1g = J2,1 + J2,2.

Since ‖s−1QsI1‖L2→L2 ≤ C and tm+1(∂t)
m+1(SLt ∇) : L2 → L2, we obtain that

the contribution of J2,1 to (4.5.41) when t > s is as desired with β0 = 2. Similarly,
tm(∂t)

m+1SLt B2⊥ : L2 → L2, so that the contribution of J2,2 to (4.5.41) when t > s is
as desired with β0 = 2.

We are left with controlling the contribution of

J3 = Θ
(a)
t B1Q2

sF = tm∂mt (SLt ∇)B1QsF = Θt,mB1I1g,

where F = I1g, F ∈ Y 1,2 and g ∈ L2 with ‖g‖2 ≈ ‖∇‖F‖2 . By Proposition 4.4.30,
for all s < t we have that

‖Θ(a)
t B1Q2

sF‖L2(Rn) .
(s
t

)γ
‖Qsg‖L2(Rn).

Then we may control this term in (4.5.41) with g in place of h = ∇‖F , which is sufficient
as ‖g‖2 . ‖∇‖F‖2.

The proof of the theorem is finished modulo the

Proof of Claim 4.5.37. We first verify (4.5.39). Observe, by the maximality of the family
Qj , that for any dyadic subcube Q′ of Q which is not contained in any Qj , we have the
inequalities opposite to the type I and type II inequalities, withQ′ in place ofQj . Thus,

θ

2
≤
∣∣∣ν ·AµQt bQ(x)

∣∣∣ and |AµQt bQ(x)| ≤ θ

4α
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for all (x, t) ∈ E∗Q. It follows that if z ∈ Γαν and (x, t) ∈ E∗Q, we have the bound

θ

2
≤
∣∣∣ν ·AµQt bQ(x)

∣∣∣ ≤ ∣∣∣(z/|z|) ·AµQt bQ(x)
∣∣∣+
∣∣∣(z/|z| − ν) ·AµQt bQ(x)

∣∣∣
≤
∣∣∣(z/|z|) ·AµQt bQ(x)

∣∣∣+
θ

4
,

where we used the definition of Γαν in the last line. The above estimate yields (4.5.39)
with Cθ = (4

θ )2 by setting z = ζ(x, t).

Now we establish (4.5.38). Set E := Q \ (∪Qj∈FQj) and BI := ∪Qj∈FIQj . By
definition ofFI and the fact that 1/C0 ≤ dµ/dx ≤ 1 onQ, we have thatBI ⊂

{
M (bQ) >

θ
4C0α

}
whereM is the uncentered Hardy-Littlewood maximal function onRn (taken over

cubes). The weak-type (2, 2) inequality for the Hardy-Littlewood maximal function and
(4.5.10) yield the estimate

|BI | ≤ CC2
0

(α
θ

)2
∫
Rn
|bQ|2 ≤ CC3

0

(α
θ

)2
|Q|.

From this estimate, (4.5.10), (4.5.36), the definition of type II cubes, and Hölder’s
inequality we obtain

θµQ(Q) ≤
∣∣∣ν · ∫

Q
bQ dµQ

∣∣∣
≤
∣∣∣ν · ∫

E
bQ dµQ

∣∣∣+

∫
BI

|bQ| dµ+
∑

Qj∈FII

∣∣∣ν · ∫
Qj

bQ dµQ

∣∣∣
≤ |E|1/2‖bQ‖L2(Rn) + |BI |1/2‖bQ‖L2(Rn) +

θ

2

∑
Qj∈FII

µQ(Qj)

≤ C|E|1/2|Q|1/2 + Cθα|Q|+
θ

2
µQ(Q).

Choosing α > 0 small enough and using the fact that (1/2)n|Q| ≤ µQ(Q) ≤ |Q|, the
above estimate implies that |Q| ≤ Cθ|E|, which yields the claim with β = 1/Cθ.

Thus we conclude the proof of Theorem 4.5.1.
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4.6 Control of slices via square function estimates

We are able to use the square function estimate obtained in the previous section to im-
mediately improve our L2 → L2 boundedness results of t−derivatives of the single layer
potential. More precisely, in the following lemma, we extend estimate (4.4.25) (previously
valid form ≥ 2), to the casem = 1, given sufficient smallness of max{‖B1‖n, ‖B2‖n}.

Lemma 4.6.1 (Stronger L2 → L2 estimate). The estimate

‖t∇∂tSLt f‖L2(Rn) . ‖f‖L2(Rn),

holds, provided that max{‖B1‖n, ‖B2‖n < ε0 and ε0 > 0 is small enough so that (4.5.6)
holds form = n+ 10.

We may use Lemma 4.6.1 to obtain the “travel down” procedure for ∇SL∇.

Lemma 4.6.2 (L2 → L2 estimates for St∇). The following statements are true.

(i) For each f ∈ L2(Rn,Cn+1) and each t 6= 0 we have that

‖tk∂kt (SLt ∇)f‖2 . ‖f‖2, k ≥ 1, (4.6.3)

‖tk∂k−1
t ∇(SLt ∇)f‖2 . ‖f‖2, k ≥ 2, (4.6.4)

provided that max{‖B1‖n, ‖B2‖n < ε0 is small. Therefore, for eachm > k ≥ 2,∣∣∣∣∣∣∣∣∣tk∂k−1
t ∇(SLt ∇)f

∣∣∣∣∣∣∣∣∣ .m ∣∣∣∣∣∣tm∂mt (SLt ∇)f
∣∣∣∣∣∣+ ‖f‖2, (4.6.5)

provided that max{‖B1‖Ln(Rn), ‖B2‖Ln(Rn)} is small.
(ii) The estimate (4.6.5) holds for k = 1 if the operator∇ acting on (SLt ∇) is replaced

by ∂t.

We proceed with the

Proof of Theorem 4.1.2. Let h ∈ C∞c (Rn)n+1 and fix τ > 0. Notice that by Lemma
4.2.3, the pairing (h,Trt∇u)2,2 is meaningful. Let R � τ , ψ ∈ C∞c (R) satisfy ψ ≡ 1
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on [τ,R], ψ ≡ 0 on [2R,∞), |ψ| ≤ 1 and |ψ′| ≤ 2
R . We have the following estimates:

|I| :=
∣∣∣ ∫

Rn
h ·
∫ 2R

R
ψ′∇u

∣∣∣ ≤ ∫
Rn

∫ 2R

R
|h||ψ′||∇u|

≤ 2√
R
‖h‖L2(Rn)‖∇u‖L2(Rn+1

+ ) −→ 0 as R→∞, (4.6.6)

∣∣∣ ∫
Rn

h · tTrt+τ ∇∂tu
∣∣∣ ≤ ‖h‖L2(Rn)

t

t+ τ
‖(t+ τ) Trt+τ ∇∂tu‖L2(Rn)

≤ t

τ
‖h‖L2(Rn)‖∇u‖L2(Rn+1

+ ) −→ 0 as t↘ 0, (4.6.7)

|II| :=
∣∣∣ ∫

Rn

∫ 2R−τ

R−τ
h · tψ′(t+ τ) Trt+τ ∂t∇u dt

∣∣∣ ≤ 2−
∫ 2R

R

∫
Rn
t|h||∂t∇u| dt

≤ 2‖h‖L2(Rn) sup
t∈(R,2R)

‖tTrt ∂t∇u‖L2(Rn)

. ‖h‖L2(Rn)‖∇u‖L2(Rn+1
R/2

) −→ 0 as R→∞, (4.6.8)

where in (4.6.7) we used (4.3.25), and in (4.6.8) we used (4.3.24) and the absolute
continuity of the integral. We now perform two integration by parts in the following
calculation, recalling that ψ(2R) = 0 so that the arising boundary terms vanish.

∫
Rn

h · Trτ ∇u =

∫
Rn

h · ψ(τ) Trτ ∇u−
∫
Rn

h · ψ(2R) Tr2R∇u

= −
∫
Rn

h ·
∫ 2R

τ
ψ∂t∇u −

∫
Rn

h ·
∫ 2R

R
ψ′∇u

=

∫
Rn

∫ 2R−τ

0
h · tTrt T

τψ∂2
t∇T τu dt+

∫
Rn

∫ 2R−τ

R−τ
h · tTrt T

τψ′∂t∇T τu dt− I

=

∫
Rn

∫ 2R−τ

0
h · tTrt T

τψ∂2
t∇T τu dt+ II − I

where in the third equality we used (4.6.7) already. Note that the terms I, II drop to 0

as R → ∞ by the estimates (4.6.6) and (4.6.8). For technical reasons, let us integrate
by parts one more time. The boundary term that is introduced is again controlled as in
(4.6.7) and (4.6.8) because we may apply the results of Proposition 4.3.23 to ∂2

tT
τu.
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Hence we have that∫
Rn

∫ 2R−τ

0
h · tTrt T

τψ∂2
t∇T τu dt

= −1

2

∫
Rn

∫ 2R−τ

0
h · t2 Trt T

τψ∂3
t∇T τu dt+ III, (4.6.9)

where |III| → 0 as R →∞. Intuitively, we would like to introduce Green’s formula at
this point, but we want the “input" in the layer potentials to still depend on t for when we
later dualize to control our integral by square function estimates. Let us now do a change
of variables t 7→ 2t, and carefully track the use of the chain rule:

1

2

∫
Rn

∫ 2R−τ

0
h · t2 Trt T

τψ∂3
t∇T τu dt

= 4

∫
Rn

∫ R− τ
2

0
h · t2T τψ(2t)∂3

2t∇x,2tT τu(·, 2t) dt

=
1

2

∫
Rn

[ ∫ R− τ
2

0

~h‖ · t2T τψ(2t)∂3
t∇‖T τu(·, 2t) dt

+
1

2
h⊥

∫ R− τ
2

0
t2T τψ(2t)∂4

tT
τu(x, 2t) dt

]
.

We now consider s ∈ R and write 2t = t + s|s=t. If F is a differentiable function in t,
the chain rule tells us that ∂tF (t+ s) = ∂sF (t+ s). By this change of variables, and the
above identity, we compute that

1

2

∫
Rn

∫ 2R−τ

0
h · t2 Trt T

τψ∂3
t∇T τu dt

= 4

∫ R− τ
2

0
t2T t+τψ(t)

[ ∫
Rn

h · Trt∇x,tD3
n+1T

sT τu(x, t)
]
s=t

dt.

= 4

∫ R− τ
2

0
t2T t+τψ(t)

[ ∫
Rn

h · Trt∇Dn+1T
τ
(
D2
n+1T

su
)]

s=t
dt.

We now apply Green’s formula, Theorem 4.4.16 (ii)). The function v := D2
n+1T

su

belongs to W 1,2(Rn+1
+ ) ⊂ Y 1,2(Rn+1

+ ) and solves Lv = 0 in Rn+1
+ in the weak sense.

Therefore the identity v = −DL,+(Tr0 v) + SL(∂L,+ν v) holds in Y 1,2(Rn+1
+ ), for any
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s > 0. But by the results of Proposition 4.3.23, for each t > 0 we have the identity

Trt∇Dn+1T
τv = Trt∇Dn+1T

τ
(
−DL,+(Tr0 v) + SL(∂L,+ν v)

)
in L2(Rn), for any s > 0 and t > 0. As such, per our calculations we have the identity

1

2

∫
Rn

∫ 2R−τ

0
h · t2 Trt T

τψ∂3
t∇T τu dt

= −4

∫ R− τ
2

0
t2T t+τψ(t)

[ ∫
Rn

h · Trt∇Dn+1T
τDL,+(Tr0 v)

]
s=t

dt

+ 4

∫ R− τ
2

0
t2T t+τψ(t)

[ ∫
Rn

h · Trt∇Dn+1T
τSL(∂L,+ν v)

]
s=t

dt = IV + V.

Now we make use of the adjoint relations (4.4.5), (4.4.21) and (4.3.26) to dualize IV
and V . Indeed, we see that∫

Rn
h · Trt∇Dn+1T

τDL,+(Tr0 v) =
(
Dn+1∂

L∗,−
ν,−t−τ (SL∗∇)h,Tr0 v

)
2,2

=
(
Dn+1en+1 · Tr−t−τ

[
A∗∇+B2

]
(SL∗∇)h,TrsD2

n+1u
)

2,2
,

∫
Rn

h · Trt∇Dn+1T
τSL(∂L,+ν v) =

(
Tr−t−τ Dn+1(SL∗∇)h, ∂L,+ν v

)
2,2

=
(

Tr−t−τ Dn+1(SL∗∇)h,−en+1 · Trs

[
A∇+B1

]
D2
n+1u

)
2,2
.

Therefore, using the Cauchy-Schwartz inequality, we estimate that

|IV | ≤ 4

∫ R− τ
2

0
t2
∫
Rn

∣∣∣Tr−t−τ Dn+1

[
A∗∇+B2

]
(SL∗∇)h

∣∣∣ ∣∣∣TrtD
2
n+1u

∣∣∣ dt
. ‖|t2∂t∇(SL

∗∇)h‖|−‖|t∂2
t u‖| . ‖h‖2‖|t∂2

t u‖|, (4.6.10)

|V | ≤ 4

∫ R− τ
2

0
t2
∫
Rn

∣∣∣Tr−t−τ Dn+1(SL∗∇)h
∣∣∣ ∣∣∣Trt

[
A∇+B1

]
D2
n+1u

∣∣∣ dt
. ‖|t∂t(SL

∗∇)h‖|−‖|t2∂2
t∇u‖| . ‖h‖2‖|t2∂2

t∇u‖|, (4.6.11)
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where we used the square function estimate (4.5.6) and the “travel-down” procedure
(4.6.5). Now send R → ∞, which sends |I|, |II|, |III| → 0. By the bounds (4.6.10),
(4.6.11), and Lemma 4.5.2, the desired bound for the gradient follows.

To obtain the bound for the L
2n
n−2 (Rn) norm, we use Lemma 4.2.3 to ensure that at

each horizontal slice, the L
2n
n−2 (Rn) norm of a Y 1,2(Rn+1

+ ) solution is finite. Then we
may apply the Sobolev embedding, whence the desired result follows. �

The method of proof of Theorem 4.1.2 is robust, in the sense that we may loosen the
condition that u ∈ Y 1,2(Rn+1

+ ), provided that u is such that the square function in the
right-hand side of (4.1.3) is finite, and that the gradient of u decays to 0 in the sense of
distributions for large t. More precisely, we have

Theorem4.6.12 (Amore generalTr < S result). Suppose thatu ∈W 1,2
loc (Rn+1

+ ),Lu = 0

in Rn+1
+ in the weak sense, and ∇u(·, t) converges to 0 in the sense of distributions as

t→∞ (we refer to this last condition as the decaying condition). Furthermore, assume
that ‖|t∇Dn+1u‖| <∞. Then, for every τ > 0, the following statements are true.

(i) If L1 6= 0 in Rn+1
+ , then

‖Trτ u‖
L

2n
n−2 (Rn)

+ ‖Trτ ∇u‖L2(Rn) .
∫ ∞
τ

∫
Rn
t|D2

n+1u|2 dxdt

. ‖|tD2
n+1u‖|. (4.6.13)

(ii) If L1 = 0 in Rn+1
+ , then there exists a constant c ∈ C such that v := u− c (which

is again a solution) satisfies estimate (4.6.13).

The proof of this theorem is omitted as it is very similar to the proof of Theorem 4.1.2
as soon as we have the following technical result.

Proposition 4.6.14 (Solutions with gradient decay). Suppose that u ∈ W 1,2
loc (Rn+1

+ ) is a
solution of Lu = 0 in Rn+1

+ and that L1 6= 0 on some box I = Q × (t1, t2) ⊂ Rn+1
+ .

Further, assume that supt>0 ‖∇u(t)‖L2(Rn) <∞, and that limt→∞ ‖∇u(t)‖L2(Rn) = 0

(see (4.2.2)). Then u(t) ∈ Y 1,2(Rn) for every t > 0.

Proof. Step 1. There exists a constant c ∈ C such that for all t > 0, u(·, t)−c ∈ Y 1,2(Rn).

To see this, first note that by the Sobolev embedding, there exists a function f :

(0,+∞) → C such that for each t > 0, u(·, t) − f(t) ∈ Y 1,2(Rn). We must show
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that f is identically a constant. Since (see the proof of Theorem 1.78 in [MZ97]) for
each t > 0 we have that f(t) = limR→∞ −

∫
B(0,R) u(·, t), it can be shown by the Sobolev

embedding and considering the difference quotient u(·,t+h)−u(·,t)
h that f is differentiable

and that f ′(t) ≡ 0 for all t > 0. It follows that f is a constant, as desired.

Step 2. For the box I ⊂ Rn+1
+ as in the hypotheses, it holds that∫∫
I
|uR|2∗ → 0 as R→∞,

where uR(·, ·) = u(·, ·+R).

This is the crucial step. We set p = 2∗ and uRI = |I|−1
∫∫
I u

R for ease of notation. By
the Poincaré-Sobolev inequality, we see that

‖uR − uRI ‖Lp(I) . ‖∇uR‖L2(I) → 0, as R→∞, (4.6.15)

where we used the definition of uR and the decaying condition of the gradient. In
particular, we have that uR − uRI → 0 in Y 1,2(I), so that L(uR − uRI ) → 0 in I , which
implies that for every ϕ ∈ C∞c (I), the limit

−uRI
∫∫
I
B1 ·∇ϕ =

∫∫
I

[
(A∇(uR−uRI )+B1(uR−uRI ))·∇ϕ+B2 ·∇(uR−uRI )ϕ

]
→ 0

holds. Since L1 6= 0 in I , for some ϕ0 ∈ C∞c (I) we have that
∫∫
I B1 · ∇ϕ0 6= 0, whence

uRI → 0 as R → ∞. The claim now follows by using this result in (4.6.15). Notice that
this argument holds just as well for any box J containing I , in particular it holds for 3

2I .

Step 3. For Q ⊂ Rn, t ∈ (t1, t2) as in the hypotheses, we have that∫
Q
|Trt u

R|p → 0, as R→∞.

This is a consequence of Step 2 and the definition of the trace: For any φ ∈ C∞c (Q)

and η ∈ C∞c (t1, t2) with η(s) = 1 near t, we set Φ := φη ∈ C∞c (I) and estimate

|(Trt u
R, φ)| =

∣∣∣ ∫∫
Rn+1

+

(Dn+1u
RΦ + uRDn+1Φ)

∣∣∣
≤ ‖Dn+1u

R‖Y 1,2(I)‖Φ‖Lp′ (I) + ‖uR‖Y 1,2(I)‖Dn+1Φ‖Lp′ (I)
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.η,η′ (‖Dn+1u
R‖Y 1,2(I) + ‖uR‖Y 1,2(I))‖φ‖Lp′ (I).

The claim now follows by the Caccioppoli inequality; to wit,

‖Dn+1u
R‖Lp(I) + ‖∇Dn+1u

R‖L2(I) .|I| sup
s>t2+R

‖∇u(s)‖L2(Rn) → 0 as R→∞,

using the fact that p < 2n
n−2 .

We now conclude the proof: By Step 1, we can place Trs(u− c) ∈ Y 1,2(Rn) for all
s > 0. By Sobolev’s inequality and the hypotheses, ‖Trs u− c‖Y 1,2(Rn) → 0 as s→∞.
On the other hand, by Step 3, we have that Trs u → 0 in Lp(Q), so that c = 0 and the
desired result follows.

A quick application of Theorem 4.6.12 to the improvement of (4.6.4) will be useful
for the Dirichlet problem:

Corollary 4.6.16 (Improvement to slice estimate). The estimate (4.6.4) holds true for
k = 1. In particular, (4.6.5) holds true for k = 1 as well.

We can also, very similarly, prove

Theorem 4.6.17 (L2−sup on slices). Suppose that u ∈ W 1,2
loc (Rn+1

+ ), Lu = 0 in Rn+1
+ ,

and that u converges to 0 in the sense of distributions. Furthermore, assume that
‖|t∇u‖| <∞. Then, for every τ > 0,

‖Trτ u‖L2(Rn) .
∫ ∞
τ

∫
Rn
t|∇u|2 dxdt . ‖|t∇u‖|

where the implicit constant is independent of τ and u.
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Chapter 5

Critical Perturbations for Second
Order Elliptic Operators. Part II:
Existence, Uniqueness, and bounds
on the non-tangential maximal
function

The research in these chapters was done in collaboration with S. Bortz, S. Hofmann, J. L.
Luna García, and S. Mayboroda. The results and proofs in these chapters will also appear
in the doctoral thesis of J. L. Luna García.

5.1 Introduction

This chapter continues the research begun in Chapter 4, and briefly described in Section
1.2.3, where we study the L2 Dirichlet, Neumann and Regularity problems for critical
perturbations of second-order divergence-form equations by lower order terms. Relevant
literature review lies in Section 1.3.2. We borrow completely the notation and setting
of Section 4.1 from Chapter 4, which is also summarized in Section 1.2.3 of Chapter
1. In particular, we consider the operators L given in (1.2.10), the assumptions on
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the coefficients are described in Section 4.1, and the statements of the boundary value
problems are given in (1.2.13), (1.2.14), and (1.2.15).

Let us immediately remark that, under the hypotheses on the coefficients (which we
borrow from Section 4.1), the potential term V may be absorbed into the drift terms
B1, B2 by writing V = −div∇(−∆)−1/2(−∆)−1/2V , and as a consequence, we will
not explicitly mention the potential term in any of our estimates. A more detailed account
of this reduction can be found in Lemma 4.2.17.

Chapter 4 (itself based on the paper [BHL+b]) established L2 square function and
“slice” estimates for layer potential operators. The following theorem summarizes the
results from the previous chapter.

Theorem 5.1.1 ([BHL+b]). Let

L := −div(A∇+B1) +B2 · ∇+ V

where A,B1, B2, V are as above. There exists ρ̃1 > 0 depending on dimension and the
ellipticity of A such that if

max
{
‖B1‖Ln(Rn), ‖B2‖Ln(Rn), ‖V ‖Ln/2(Rn)

}
< ρ̃1,

then the following estimates hold for the single and double layer potentials.

(i) ∫∫
Rn+1

+

∣∣tm∂mt ∇SLt f(x)
∣∣2 dx dt

t
≤ Cm‖f‖2L2(Rn), for eachm ∈ N,

(ii)
sup
τ>0
‖Trτ Sf‖

L
2n
n−2 (Rn)

+ sup
τ>0
‖Trτ ∇Sf‖L2(Rn) ≤ C‖f‖L2(Rn),

(iii) ∫∫
Rn+1

+

∣∣tm∂m−1
t ∇DLt f(x)

∣∣2 dx dt
t
≤ Cm‖f‖2L2(Rn) for eachm ∈ N,

(iv)
sup
τ>0
‖Trτ Df‖L2(Rn) ≤ C‖f‖L2(Rn).

Here, C depends on dimension and ellipticity, while Cm depends on m, dimension, and
ellipticity.
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Items (iii) and (iv) were not treated explicitly in Chapter 4. However, using the
identity in Lemma 5.2.50, and the square function estimates for the single layer obtained
in Theorem 4.1.1, estimate (iii) follows. Finally, (iv) then follows from (iii) and Theorem
4.6.17.

In fact, the analysis in Chapter 4 (primarily these estimates) along with the existence
and uniqueness sections of this work are enough to prove the existence and uniqueness
for solutions with square function estimates. On the other hand, we desire to have the
more “natural” non-tangential maximal function estimates for the single and double layer
potentials, under (essentially) the same hypothesis as in Theorem 5.1.1. This is where we
place a significant amount of our effort in this chapter. We prove the following.

Theorem 5.1.2. Let

L := −div(A∇+B1) +B2 · ∇+ V

where A,B1, B2, V are as in Section 4.1. There exists ρ1 ∈ (0, ρ̃1) depending on
dimension and the ellipticity of A such that if

max
{
‖B1‖Ln(Rn), ‖B2‖Ln(Rn), ‖V ‖Ln2 (Rn)

}
< ρ1,

then the following estimates hold for the single and double layer potentials.

1. ‖Ñ(∇Sf)‖L2(Rn) ≤ C‖f‖L2(Rn),

2. ‖Ñ(Df)‖L2(Rn) ≤ C‖f‖L2(Rn).

Here, the constant C depends only on dimension and ellipticity, and Ñ is the modified
non-tangential maximal function (see Definition 5.2.5 below).

The idea to proving Theorem 5.1.2 starts with proving a weak-Lp bound (Lp,∞ bound)
for the non-tangential maximal function in terms of the Lp norms of the vertical and
conical square functions (see Lemma 5.6.2). Then, interpolation will show that Theorem
5.1.2 holds provided that the vertical and conical maximal functions are bounded in Lp

for an open interval (in p) around 2. The starting point for obtaining such bounds for
the square functions is to prove general bounds for operators with sufficient off-diagonal
decay which satisfy a local reverse-Hölder inequality using the extrapolation theory from
weighted norm inequalities [CMP11]. Arguments similar to ours have been used in
[Pri19] to treat square function estimates for operators built out of the heat or Poisson
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semigroups associated to an elliptic operator; however, in our case we must grapple with
the added difficulty of having very mild off-diagonal decay. On the other hand, the local
energy inequality for the equation (the Caccioppoli inequality) allows us to obtain the
necessary off-diagonal decay for related operators with added (transversal) derivatives.
Having done so, our remaining task is to “remove” these additional derivatives, a process
which we call “traveling down”. Due to its definition, this process for the vertical square
function is a relatively simple integration by parts computation. For the conical square
function, the additional spatial average impedes the simple integration by parts and our
argument for this object requires the boundedness of the non-tangential maximal function
with the same number of derivatives. Luckily, our Lemma 5.6.2, when combined with
Proposition 5.6.1, gives that the non-tangential maximal function bounds (for this family
of operators) depend on square functions with more1 derivatives. This allows us to
employ a two-step induction scheme where one alternates between bounding the Lp

norm for a non-tangential maximal function by the Lp norm of square functions (with
more derivatives) and then bounding the Lp norm of the conical square function by the
Lp norm of a non-tangential maximal function (with the same number of derivatives).
Thus, in finitely many steps, we remove these additional derivatives. (Recall we can start
this process, that is, obtain Lp bounds for the vertical and conical square functions, by
introducing enough transversal derivatives.)

With the square function and non-tangential maximal function bounds for layer poten-
tials in hand, we turn our attention to the solvability of the boundary value problems (D)2,
(N)2, and (R)2 stated in (1.2.13), (1.2.14), and (1.2.15) respectively. As a consequence of
the Theorem 5.1.4 below and previously known results (see below), we have the following
result (which is a slight variant of Theorem 1.2.16).

Theorem 5.1.3. Let L0 be a divergence form operator of the form

L0 := −divA∇,

where A is either Hermitian, block form or constant, and suppose that B1, B2, V verify
the assumptions set forth in Section 4.1. Then there exists ρ0 > 0 depending only on

1Note that in Lemma 5.6.2, we may use that ‖V(Θt,1f)‖Lp(Rn) .m ‖V(Θt,m+1f)‖Lp(Rn), by the
aforementioned integration by parts argument. The subscriptm refers to the number of transversal derivatives.
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dimension and ellipticity such that if

L1 = −div((A+M)∇+B1) +B2 · ∇+ V,

and
max

{
‖M‖L∞(Rn), ‖B1‖Ln(Rn), ‖B2‖Ln(Rn), ‖V ‖Ln2 (Rn)

}
< ρ0

then (D)2, (N)2, (R)2 are uniquely2 solvable3 for the operator L1.

Our most general theorem concerning these boundary value problems, is as follows.

Theorem 5.1.4. Let L be an operator of the form (1.2.10), where A,B1, B2, V are as in
Section 4.1, and

max
{
‖B1‖Ln(Rn), ‖B2‖Ln(Rn), ‖V ‖Ln/2(Rn)

}
< ρ1,

where ρ1 is as in Theorem 5.1.2. Suppose further that the associated boundary operators

SL0
0 : L2(Rn)→ Y 1,2(Rn),±1

2
I + K̃L0 : L2(Rn)→ L2(Rn),

∓1

2
I +KL0 : L2(Rn)→ L2(Rn)

are all invertible (see Section 5.8). Then the boundary value problems (D)2, (N)2, (R)2

are uniquely4 solvable for the operator L0.

Moreover, there exists ρ = ρ(L0) > 0 such that if

L1 = −div(Ã∇+ B̃1) + B̃2 · ∇+ Ṽ

with Ã, B̃1, B̃2, Ṽ as in Section 4.1 and satisfying

max
{
‖Ã−A‖L∞(Rn), ‖B̃1 −B1‖Ln(Rn), ‖B̃2 −B2‖Ln(Rn), ‖Ṽ − V ‖Ln2 (Rn)

}
≤ ρ,

then the associated boundary operators, SL0
0 ,±1

2I + K̃L0 ,∓1
2I + KL0 , are invertible

and the boundary value problems (D)2, (N)2, (R)2 are uniquely solvable for the operator

2See Remark 5.1.5.
3Solvability throughout this chapter means that we have accompanying L2 bounds for the non-tangential

maximal function and square function, in terms of the data.
4Again, see remark 5.1.5.
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L1.

Here, the constant ρ(L0) is chosen with two constraints. The first is to ensure that Ã
has ellipticity constant less than twice that for A and

max
{
‖B̃1‖Ln(Rn), ‖B̃2‖Ln(Rn), ‖Ṽ ‖Ln2 (Rn)

}
< ρ′1

where ρ′1 is as in Theorem 5.1.2 for matrices with ellipticity twice that of A. The second
constraint depends on the operator norms of the inverses ofSL0

0 ,±1
2I+K̃L0 ,∓1

2I+KL0 .

Remark 5.1.5. Uniqueness, under the background hypothesis of invertible layer potentials
and sufficient smallness of the lower order terms, is established among what we call “good
D solutions” (in the case of (D)2) and “good N/R solutions” (in the case of (N)2 and
(R)2). We show that non-tangential maximal function estimates or square function
estimates imply that solutions are “good”. For instance, (under the aforementioned
background hypothesis) suppose that u ∈W 1,2

loc (Rn+1
+ ) solves

(D̃2)

Lu = 0 in Rn+1
+ ,

limt→0 u(·, t) = f strongly in L2(Rn)

for some f ∈ L2 and that u has one of the following properties:

• u is a good D solution,
• ‖Nu‖L2(Rn) <∞ or
•
∫∫

Rn+1
+

t|∇u(x, t)|2 dx dt <∞.

Then u is the unique such solution and has the other two properties. In the case of the
Neumann problem our solutions are unique modulo constants if the operatorL annihilates
constants.

Let us mention a few applications of our theorems. For the magnetic Schrödinger
operator −(∇ − ia)2 when a ∈ Ln(Rn)n+1 is t−independent and has small Ln(Rn)

norm, we have as a corollary to our Theorem 5.1.3 the first L2 well-posedness results
of the Dirichlet, Neumann and regularity problems in the setting of the half-space. The
latter conclusion is novel also for the case of the Schrödinger operator −∆ + V where
V ∈ L

n
2 (Rn) is t−independent and has small L

n
2 norm.

The paper is organized as follows.
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In Section 2we review some of the basic definitions and results needed fromHarmonic
Analysis, such as square and non-tangentialmaximal functions, Littlewood-Paley families,
extrapolation ofAp weights and weighted versions of classical results. We also introduce
the notion of off-diagonal Lr − Lq estimates for an operator and show how this relates
to weighted bounds. Finally we introduce our main objects the Single and Double Layer
Potentials and give some of their properties, as well as some general facts about solutions
of our equation.

In Section 3 we develop the necessary extrapolation theorems for both conical and
vertical square functions, in the presence of sufficient off-diagonal decay. We first prove
these for general operators, then specialize to our objects of interest.

In Section 4 we mention the control on slices obtained from the square function
estimates from the previous section.

In Section 5 we prove the non-tangential maximal function estimates for the gradient
of the Single Layer and the Double Layer, with the background assumption of good square
function bounds.

In section 6we proceed to ‘travel down’ on both the square and non-tangentialmaximal
functions, to dispense of the hypothesis of good off-diagonal estimates. For the vertical
square function this turns out to be a integration by parts argument, however the conical
square function will be tied-up with the non-tangential maximal function in an essential
way; we will be forced to work with these two objects simultaneously.

In Section 7 we put all the estimates from the previous sections to use in proving L2

solvability of the boundary value problems (D)2, (R)2 and (N)2, with representation of
solutions via Layer Potentials and with both square and non-tangential maximal function
bounds on solutions.

In Section 8, we obtain the existence of solutions to our boundary value problems via
the technique of layer potentials, while finally, in Section 9, we prove that the solutions
attained in this way are unique.

5.2 Notation and Preliminaries

In this chapter, we heavily borrow the setup from Chapter 4. As such, we direct the reader
to Section 4.2 for necessary preliminaries from the previous chapter. Here we recall some
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main concepts, as well as introduce some new ones.

• We always takeA = A(x) to be an (n+1)× (n+1) matrix ofL∞, t−independent
complex coefficients satisfying the ellipticity condition (1.1.4), while B1, B2 ∈
(Ln(Rn))n+1 and V ∈ Ln/2(Rn) are complex-valued, t−independent (vector)
functions verifying the control (1.2.11), with ρ � 1. Under these conditions,
the term V can be “hidden” into first-order terms B̃1, B̃2 which still satisfy our
assumptions (see Lemma 4.2.17); therefore, without loss of generality we will omit
the zeroth order term V from consideration.

• For a cube Q ⊂ Rn we will always denote by RQ the Carleson region above Q;
that is, RQ := Q× (0, `(Q)).

• For R > 0 we define IR := (R,R)n+1 ⊂ Rn+1, and I±R := IR ∩ Rn+1
± .

• We denote byM the (uncentered) Hardy-Littlewood maximal function in Rn, and
more generally for r > 0 we defineMr(f) :=M(|f |r)1/r.

• Given a cube Q ⊂ Rn we denote by Q∗ a concentric dilate of Q by a factor that
depends only on dimension.

• We will often have use for the fractional integral of order 1 in Rn, which we denote
by I1; that is, for nice enough f , we have

I1f(x) = cn

∫
Rn

f(y)

|x− y|n−1
dy.

• We denote by D the collection of all dyadic cubes in Rn, and for t > 0 we define
Dt to be the cubes in D which satisfy `(Q) < t ≤ 2`(Q). Similarly, for a cube
Q ⊂ Rn we denote by D(Q) the collection of dyadic subcubes of Q.

• For (x, t) ∈ Rn+1
+ we define the Whitney regions

Cx,t :=
{

(y, s) ∈ Rn+1
+ : |x− y| < t/8, |t− s| < t/8

}
.

Given x0 ∈ Rn, recall that we denote by γ(x0) the non-tangential cone with vertex
x0, given by

γ(x0) := {(x, t) : |x− x0| < t}. (5.2.1)

• We call a measurable function ν : Rn → R a weight if ν > 0 Lebesgue-a.e. on Rn

and ν ∈ L1
loc(Rn). We say that ν is doubling if the measure ν(x)dx is doubling;

that is, if (with a slight abuse of notation) ν(2Q) ≤ C0ν(Q) for a constant C0 > 0
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and all cubes Q ⊂ Rn.
• For 1 < p < m, the upper and lower Sobolev exponents of order 1 inm dimensions
are

p∗m :=
mp

m− p
, p∗,m :=

mp

m+ p
,

respectively. Sometimes, we will drop m from the subscript when the dimension
is clear from the context.

Definition 5.2.2 (Vertical and Conical Square Functions). If F : Rn+1
+ → C, we define

the conical square function of F as

SF (x) :=
(∫∫

γ(x)
|F (y, t)|2 dydt

tn+1

)1/2
,

where γ(x) := {(y, t) ∈ Rn+1
+ : |x − y| < t} is the vertical cone with apperture 1 and

vertex x. Similarly, we define the vertical square function of F as

VF (x) :=
(∫ ∞

0
|F (x, t)|2 dt

t

)1/2
.

Remark 5.2.3. In the definition of S, we could have chosen a different aperture; that is,
for η > 0, we can set

SηF (x) =
(∫∫

|x−y|<ηt
|F (y, t)|2 dydt

tn+1

)1/2
.

It is well-known that different apertures give rise to objects with equivalent Lp norms
and even equivalent weighted Lp norms (see for instance [CMS85, Proposition 4] for the
unweighted case and [CMP20, Proposition 4.9] for the weighted one).

In contrast with the L2 case, when p 6= 2 the (Lp norms of) conical and vertical
square functions are not equivalent.

Proposition 5.2.4 (Comparability of Square Functions [AHM12, Proposition 2.1]). Let
F : Rn+1

+ → C be measurable.

(i) If 0 < p ≤ 2 then ‖V(F )‖Lp(Rn) .n,p ‖S(F )‖Lp(Rn).
(ii) If 2 ≤ p <∞ then ‖S(F )‖Lp(Rn) .n,p ‖V(F )‖Lp(Rn).

We will need to use a few different versions of the modified non-tangential maximal
function (1.2.12).
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Definition 5.2.5 (Non-tangential Maximal Functions). For a function F : Rn+1 → C
and q > 0 we define aq(F ) : Rn+1 → C as

aq(F )(x, t) :=
(
−−
∫∫
Cx,t
|F (y, s)|q dyds

)1/q
.

Wedefine the non-tangentialmaximal function and the q-modified non-tangentialmaximal
function of F respectively as

N (F )(x) := sup
γ(x)
|F |,

and
Ñq(F )(x) := N (aq(F ))(x).

We also define the lifted modified non-tangential maximal function, for ε > 0, as

Ñ ε
q (F )(x) := sup

|x−y|<t−ε
t>ε

aq(F )(y, t).

Similarly, we define a truncated version of the non-tangential maximal function as

Ñ (ε)
q (F )(x) := sup

|x−y|<t
t>ε

aq(F )(y, t).

Given a measurable function g on Rn × {t = 0}, we say that F −→ g non-tangentially
if for almost every x ∈ Rn, we have that

lim
Y→x
Y ∈γ(x)

F̃ (Y ) = g(x), (5.2.6)

where γ(x) is the non-tangential cone defined in (5.2.1), and

F̃ (z, t) :=−−
∫∫
Cx,t

F (y, s) dy ds.

We now prove a result on the boundary behavior of solutions, under the assumption
that we have good control of a modified non-tangential maximal function.

Proposition 5.2.7 (A non-tangential convergence result). Let u ∈ W 1,2
loc (Rn) be a solu-
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tion to Lu = 0 in Rn+1
+ . Then u converges non-tangentially at every x ∈ Rn where

Ñ1(∇u)(x) <∞, in the sense that for any such x ∈ Rn, the limit in (5.2.6) exists and is
finite.

Proof. We will follow the arguments in [KP93b, Theorem 3.1 (a)], with modifications
due to the lack of pointwise estimates for u.

Let x ∈ Rn be such that Ñ1(∇u)(x) <∞. Following [KP93b], it is our goal to show
that for Y,Z ∈ Γ(x) ∩B(x, r) we have

|ũ(Y )− ũ(Z)| ≤ CrÑ1(∇u)(x), (5.2.8)

from which we may easily establish (via the Cauchy criterion) that

lim
Y→x
Y ∈Γ(x)

ũ(Y )

exists, and consequently define g(x) to be the limit when it does so. Write Y = (y, t1)

and Z = (z, t2). Then, to establish (5.2.8), it is clearly enough to establish

max
{
|ũ(Y )− ũ(x, t1)| , |ũ(Z)− ũ(x, t2)|

}
≤ CrÑ1(∇u)(x), (5.2.9)

and
|ũ(x, t2)− ũ(x, t1)| ≤ CrÑ1(∇u)(x). (5.2.10)

To prove (5.2.9) and (5.2.10) we need the following fact.

Claim 5.2.11. For X ∈ Rn+1 and r > 0 let I(X, r) := {W ∈ Rn+1 : |X −W | < r}
be the open cube with center X and side length 2r. Let Ii = I(Xi, ri), i = 1, 2,
Ω ⊂ Rn+1 open with Ii ⊂ Ω i = 1, 2 and ϕ ∈ W 1,2(Ω). If α ∈ [0, 2) and |X1 −X2| ≤
αmin{r1, r2} then∣∣∣−∫
I1

ϕdx dt−−
∫
I2

ϕdx dt
∣∣∣ ≤ Cα max{r1, r2}

(
max

{
r1
r2
, r2r1

})n+1
2 max

i=1,2

(
−
∫
Ii

|∇ϕ|2
)1/2

,

where Cα = C(n, α). In particular, if r1 ≈ r2 ≈ r then∣∣∣−∫
I1

ϕdx dt−−
∫
I2

ϕdx dt
∣∣∣ ≤ Cαrmax

i=1,2

(
−
∫
Ii

|∇ϕ|2
)1/2

, (5.2.12)
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where Cα depends on the implicit constants in the expression r1 ≈ r2 ≈ r.

Proof of Claim 5.2.11. Let X3 = X1+X2
2 , then

|X3 −Xi| <
αri
2
, i = 1, 2,

and hence I3 = I(x3, r) ⊂ Ii, i = 1, 2 for r = (1 − α/2) min{r1, r2}. It follows from
the triangle inequality and the Poincaré inequality that∣∣∣−∫

I1

ϕ−−
∫
I2

ϕ
∣∣∣ ≤ ∣∣∣−∫

I1

ϕ−−
∫
I3

ϕ
∣∣∣+
∣∣∣−∫
I1

ϕ−−
∫
I3

ϕ
∣∣∣

≤ 2 max
i=1,2

(
−
∫
I3

∣∣∣ϕ−−∫
Ii

ϕ
∣∣∣2)1/2

≤ Cα
(

max
{
r1
r2
, r2r1

})n+1
2 max

i=1,2

(
−
∫
Ii

∣∣∣ϕ−−∫
Ii

ϕ
∣∣∣2)1/2

≤ Cα max{r1, r2}
(

max
{
r1
r2
, r2r1

})n+1
2 max

i=1,2

(
−
∫
Ii

|∇ϕ|2
)1/2

,

as desired.

Now let us prove (5.2.9) for the term with Y (the proof for the term with Z is
identical). Note that |x − y| ≤ t1 < r since Y ∈ Γ(x) ∩ B(x, r). Let I2 = I(z, t1/2),
for z = (x+ y)/2, then |z − x| = |z − y| ≤ t1/2. This allows us to apply (5.2.12) with
ϕ = u, I1 = I(x, t1/2) and then I1 = I(y, t1/2) and use the triangle inequality to obtain
(5.2.9).

We turn our attention to (5.2.10) and we assume, without loss of generality, that
t1 ≤ t2. Let a = 2/3, sk = akt2 for k = 0, 1, . . . ,K, where K = max{k : akt2 ≥ t1}.
Notice that for k = 0, . . .K − 1,

|sk − sk+1| =
sk+1

2
= min

{sk
2
,
sk+1

2

}
.

Defining sK+1 = t1, we see that the choice ofK guarantees the estimate

|sK − sK+1| ≤ min
{sK

2
,
t1
2

}
.

Set Ik := I((x, sk),
sk
2 ), k = 0, . . .K + 1, then the previous two inequalities allow us to

apply (5.2.12) with ϕ = u and the consecutive cubes Ik and Ik+1, k = 0, 1, . . . ,K (in
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place of I1 and I2 therein). One then obtains

|ũ(x, t1)− ũ(x, t2)| ≤ |ũ(x, sK+1)− ũ(x, sK)|+
K−1∑
k=0

|ũ(x, sk)− ũ(x, sk+1)|

. t1Ñ1(∇u)(x) + t2

K−1∑
k=0

akÑ1(∇u)(x)

. rÑ1(∇u)(x),

as desired (since
∑

k≥0 a
k = 3).

Definition 5.2.13 (Carleson measures on the half-space). A non-negative measure µ on
Rn+1

+ is a Carleson measure if

‖µ‖C := sup
Q

µ(RQ)

|Q|
<∞,

where the supremum is taken over cubes Q ⊂ Rn.

Lemma 5.2.14 (John-Nirenberg Lemma for CarlesonMeasures). Let µ be a non-negative
measure on Rn+1

+ . Suppose that there exist η ∈ (0, 1) and C0 > 0 such that for every
cube Q ⊂ Rn, there exists a disjoint collection of cubes (Qj)j∈N ⊂ D(Q) verifying∑

j≥1 |Qj | < η|Q| and µ(RQ \ (∪jRQj )) ≤ C0|Q|. Then µ is a Carleson measure.

Remark 5.2.15. We may replace the Lebesgue measure on Rn by any other Radon
measure, the proof is identical. If we assume that the hypotheses only hold for dyadic
cubes, then we require the measure to be doubling.

Lemma 5.2.16 (John-Nirenberg Lemma for local Square Functions). Suppose that F :

Rn+1
+ → R, F ≥ 0 and define the local square function AQ,F : Rn → R by

AQ,F :=
(∫∫

|x−y|<t<`(Q)
|F (y, t)|2 dydt

tn+1

) 1
2
.

If there exists C0 > 0 with the property that for every cube Q ⊂ Rn, the estimate∫
Q
A2
Q,F dx ≤ C0|Q|

holds, then for every p > 1, there exists a constant C1 depending on p, n and C0 such
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that for every cube Q, we have that∫
Q
ApQ,F dx ≤ C1|Q|.

Proof. By Jensen’s inequality, the result is trivially true, with C1 ≤ C
p/2
0 , when p ≤ 2.

Therefore we concentrate on the case p > 2. For ease of notation, we will write
AQ = AQ,F . Moreover, for α > 0 we define

AQ,α(x) :=
( ∫ `(Q)

0

∫
|x−y|<αt

|F (y, t)|2 dydt
tn+1

)1/2
.

When α = 1, we may omit the subscript α. We also set Kp := supQ⊂Rn −
∫
QA

p
Q. Note

first that Kα,p ≈α,p K1,p =: Kp. We defer the proof of this fact to the end, and proceed
with the proof of the lemma.

Let us momentarily assume that Kp < ∞ a priori, and set α > 0 and N � 1,
both to be specified later. Consider the open set ΩN := {x ∈ Q : AQ,α(x) > N}.
By the Chebyshev inequality and our assumptions, we see that |ΩN | .α C0N

−2|Q|. In
particular, given α > 0, we may chose N &α

√
C0 so that ΩN ( Q. Observe that∫

Q
ApQ =

∫
ΩN

ApQ +

∫
Q\ΩN

ApQ =: I + II.

By definition of ΩN , we have that II ≤ Np|Q\ΩN |. On the other hand, if (Qj)j is a
Whitney decomposition of ΩN , we can write (exploiting the convexity of s 7→ sp/2)

I .p
∑
j≥1

∫
Qj

AQj (x)p dx+
∑
j≥1

∫
Qj

(AQ(x)2 −AQj (x)2)p/2 dx.

For the first term, we easily have that

∑
j≥1

∫
Qj

AQj (x)p dx ≤
∑
j≥1

Kp|Qj | = Kp|ΩN |.

For the second term, by definition of AQ and AQj we see that

AQ(x)2 −AQj (x)2 =

∫ `(Q)

`(Qj)

∫
|x−y|<t

|F (y, t)|2 dydt
tn+1

.
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If x ∈ Qj , then, by properties of a Whitney decomposition, there exists x∗ ∈ Q\ΩN

(recall Q\ΩN 6= ∅) such that |x − x∗| ≈ `(Qj) with implicit constants depending only
on n. In particular, for some α = α(n) > 0, we have the inclusion

{
(y, t) ∈ Rn+1

+ : |x− y| < t, `(Qj) < t < `(Q)
}

⊆
{

(y, t) ∈ Rn+1
+ : |x∗ − y| < αt, 0 < t < `(Q)

}
,

so that AQ(x)2 −AQj (x)2 ≤ AQ,α(x∗)
2 ≤ N2, since x∗ ∈ Q\ΩN . Accordingly,

∑
j≥1

∫
Qj

(AQ(x)2 −AQj (x)2)p/2 dx .α N
p|ΩN |.

Combining these previous estimates, we obtain that I .p,n Kp|ΩN |+Np|ΩN |, and so∫
Q
AQ(x)p dx .p,n Kp|ΩN |+Np|Q| ≤ C0KpN

−2|Q|+Np|Q|.

Dividing by |Q| and taking supremum over all cubes gives Kp .p,n C0KpN
−2 + Np.

Choosing N = M
√
C0 with M ≥ 1 large enough depending only on p and n, we may

hide the first term to the left-hand side, and thus obtainKp .p,n C
p/2
0 .

Finally, to do away with the restriction thatKp <∞ a priori, we fix η > 0 and work
with Fη := F1η<|F |<1/η1η<t<1/η, for which Kp < ∞, and appeal to the monotone
convergence theorem in the limit η → 0+.

We now turn to the proof of Kα,p ≈ Kp. Notice that we only used this in the case
p = 2, so we will only prove this special case. We will also work only with α > 1.

By Fubini’s theorem, if ωn := |B(0, 1)| is the volume of the unit ball in Rn,∫
Q
AQ,α(x)2 dx =

∫ `(Q)

0

∫
Rn

∫
Rn
1Q(x)1|x−y|<αt|F (y, t)|2 dxdy dt

tn+1

= αnωn

∫ `(Q)

0

∫
Rn

(
−
∫
|x−y|<αt

1Q(x) dx
)
|F (y, t)|2 dydt

t
.
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We claim that5, for some dimensional constants c, c′ and every β > 1,

cβ−n1Q(y) ≤ −
∫
|x−y|<βt

1Q(x) dx ≤ 1c′βQ, whenever 0 < t < `(Q).

This claim follows immediately by noting that

−
∫
|x−y|<βt

1Q(x) dx =
|Q ∩B(y, βt)|
|B(y, βt)|

.

Using the second inequality with β = α and the first with β = 1 and c′αQ in place ofQ,
we arrive at∫

Q
AQ,α(x)2 dx

.α,n

∫ `(Q)

0

∫
c′αQ
|F (y, t)|2 dydt

t
=

∫ `(Q)

0

∫
Rn
1c′αQ(y)|F (y, t)|2 dydt

t

.n

∫ `(Q)

0

∫
Rn

(
−
∫
|x−y|<t

1c′αQ(x) dx
)
|F (y, t)|2 dydt

t
.n,α

∫
c′αQ

AQ(x)2 dx

≤
∫
c′αQ

Ac′αQ(x)2 dx .n,α Kp|Q|.

The result now follows from taking the supremum over all cubes. �

5.2.1 Weights and Extrapolation

Definition 5.2.17 (Ap weights in Rn). Let 1 < p < ∞. A weight ν ∈ L1
loc(Rn) is said

to be an Ap weight if there exists a constant C ≥ 1 such that for every cube Q ⊂ Rn, the
estimate (

−
∫
Q
ν
)(
−
∫
Q
ν−p

′/p
) p
p′ ≤ C

holds. The infimum over all these constants is denoted [ν]Ap ; we refer to it as the Ap
characteristic of ν. We say that ν ∈ A1 if (Mν)(x) ≤ Cν(x) for a.e. x ∈ Rn. The
infimum over such C is denoted by [ν]A1 .

Closely related to Ap weights are the reverse Hölder classes.

5We remind the reader that the notation CQ means the concentric dilate of Q by a factor C > 0.
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Definition 5.2.18 (Reverse Hölder class inRn). Let 1 < s <∞. A weight ν ∈ L1
loc(Rn)

is said to satisfy a reverse Hölder inequality with exponent s, written ν ∈ RHs, if there
exists a constant C ≥ 1 such that for every cube Q ⊂ Rn, we have that(

−
∫
Q
νs
)1/s

≤ C−
∫
Q
ν.

Let us summarize most of the “basic” facts about Ap weights which we will need.

Proposition 5.2.19 ([GR85b, Theorem 1.14, Lemma 2.2, Lemma 2.5, Theorem 2.6]).
Let 1 ≤ p < q <∞. The following statements hold.

(i) ([GR85b, Ch. IV Theorem 1.14 (a)]) Ap ⊂ Aq.
(ii) A weight ν belongs to A2 if and only if ν−1 ∈ A2.
(iii) ([GR85b, Ch. IV Theorem 1.14 (b)]) If ν ∈ Ap then νδ ∈ Ap for any 0 < δ < 1.
(iv) ([GR85b, Ch. IV Lemma 2.2]) If ν ∈ Ap then νdx is a doubling measure, and the

doubling constant depends on ν only through [ν]Ap (and p).
(v) ([GR85b, Ch. IV Lemma 2.5]) If ν ∈ Ap then ν ∈ RHs for some s that depends

on the weight only through [ν]Ap (and p).
(vi) ([GR85b, Ch. IV Theorem 2.6]) If ν ∈ Aq then ν ∈ Aq−ε for some ε depending

on ν only through [ν]Aq (and q).
(vii) If ν ∈ Aq and s > 1, then ν ∈ RHs if and only if νs ∈ As(q−1)+1.
(viii) (Coifman-Rochberg [CR80, Proposition 2], [GR85b, Ch. II Theorem 3.4]) If

f : Rn → C is such that (Mf)(x) <∞ for a.e. x ∈ Rn, then for every 0 < δ < 1

we have that νδ := (Mf)δ ∈ A1 and moreover [νδ]A1 ≤ Cδ depends only on δ.
(ix) (Muckenhoupt’s Theorem [Muc72, Theorem 2], [GR85b, Ch. IV Theorem 2.8])

For any 1 < p <∞, ν ∈ Ap and f ∈ Lp(ν), ‖Mf‖Lp(ν) .[ν]Ap
‖f‖Lp(ν).

(x) (Coifman-Fefferman [CF74, Theorem III]) Let T be a “regular” singular integral,
as defined in [CF74], and T ∗ the associated maximal operator. Then, for every ν ∈
A∞ and f ∈ C∞c (Rn), we have that ‖T ∗‖Lp(ν) .p,n ‖Mf‖Lp(ν). In particular,
by Muckenhoupt’s Theorem above, we have that ‖T ∗f‖Lp(ν) .[ν]Ap

‖f‖Lp(ν).

The following result was originally proved by Rubio de Francia in [Rub83,Rub84].
We refer to [CMP11, Theorem 1.1] for a simple proof of this fact.

Theorem 5.2.20 (Extrapolation Theorem for Ap weights). Let 1 < p0 <∞ and let T be
an operator satisfying ‖Tf‖Lp0 (ν) .[ν]Ap0

‖f‖Lp0 (ν), for all ν ∈ Ap0 and all f ∈ Lp0(ν).
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Then, for every p ∈ (1,∞), ν ∈ Ap, and f ∈ Lp(ν), we have ‖Tf‖Lp(ν) .[ν]Ap
‖f‖Lp(ν).

It is important for applications to note that the above theorem does not require any
special structure on T ; it does not need to be linear or sublinear. In fact, we have

Theorem 5.2.21 (Extrapolation Theorem for Ap Weights Version 2 [CMP11, Theorem
3.9]). Fix p0 ∈ (1,∞) and F a collection of pairs of non-negative measurable functions
(f, g). Suppose that ‖f‖Lp0 (ν) .[ν]Ap0

‖g‖Lp0 (ν) for all ν ∈ Ap0 and all (f, g) ∈ F .
Then for every p ∈ (1,∞), ν ∈ Ap, and (f, g) ∈ F , we have ‖f‖Lp(ν) .[ν]Ap

‖g‖Lp(ν).

In practice, the collection F often takes the form (|S1h|, |S2h|) for some operators
Si and h in some nice class of functions. A corollary of the previous theorem and this
observation is the following.

Corollary 5.2.22 ([CMP11, Corollary 3.14]). Let r ∈ (1, 2), and suppose that T is an
operator verifying ‖Tf‖L2(ν) .[ν]A2/r

‖f‖L2(ν), for each f ∈ C∞c (Rn) and all ν ∈ A2/r.
Then ‖Tf‖Lq(Rn) .q ‖f‖Lq(Rn) for all q > r.

To prove the corollary, one defines S1f := |Tf |r, S2f := |f |r. Then, by hy-
pothesis, ‖S1f‖L2/r(ν) .[ν]A2/r

‖S2f‖L2/r(ν), and hence by the previous theorem,
‖S1f‖Lp(ν) .[ν]Ap

‖S2f‖Lp(ν) for p ∈ (1,∞). Setting ν ≡ 1 and p = q/r gives
the desired result.

Theorem 5.2.23 (Weighted Littlewood-Paley Theorem). Let (Qs)s be a CLP family (see
Definition 4.2.26) and let ν ∈ A2. It holds that∫

Rn

∫ ∞
0
|(Qtf)(x)|2 dt

t
ν(x) dx .n,[ν]A2

∫
Rn
|f(x)|2ν(x) dx.

Remark 5.2.24. By Theorem 5.2.20, we obtain that the vertical square function associated
to (Qs)s is bounded onLp(ν) for every ν ∈ Ap and 1 < p <∞; that is, ‖V(Qsf)‖Lp(ν) .

‖f‖Lp(ν) for every ν ∈ Ap.

Proof of Theorem 5.2.23. The idea is to use Rubio de Francia and Duoandikoetxea’s
method in [DR86, Theorem B], to interpolate a “good” bound with a plain uniform
bound in order to obtain another “good” bound in between. We will combine this with
interpolation with change of measures as in [SW58, Theorem 2.11], exploiting the self-
improvement property of Ap weights. Since this idea will be used quite often throughout
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the chapter we write out this portion of the the argument in full here, and refer back to it
when applicable.

We first claim that it is enough to prove the following estimate:∫
Rn
|QsQ̃2

t f |2ν .[ν]A2
min

( t
s
,
s

t

)α ∫
Rn
|Q̃tf |2ν, for each s, t > 0, (5.2.25)

for some α > 0 and some CLP family (Q̃t)t. Indeed, once this is shown, the desired
result follows from a familiar quasi-orthogonality argument (see for instance the proof of
[Gra14, Theorem 4.6.3]).

To prove (5.2.25), we first claim that it is enough to prove the following estimates.

(i) (Unweighted quasi-orthogonality) There exists β > 0 such that for any s, t > 0,
we have the estimate∫

Rn
|QsQ̃2

t f |2 ≤ C1

(s
t
,
t

s

)β ∫
Rn
|Q̃tf |2.

(ii) (Uniform weighted estimate) For any s > 0 and ν ∈ A2, we have the estimate∫
Rn
|QsQ̃2

t f |2ν ≤ C2([ν]A2)

∫
Rn
|Q̃tf |2ν.

Assume that these hold for the moment and fix ν ∈ A2. By properties of A2 weights,
there exist δ, C > 0 such that ν1+δ ∈ A2 with [ν1+δ]A2 ≤ C. In particular, the uniform
weighted estimate holds with ν1+δ in place of ν, with the implicit constants depending
only on [ν]A2 . Therefore, if we define the measures dµτ := ν(1+δ)τ dx, interpolation
with change of measure (see [SW58, Theorem 2.11]6) gives∫

Rn
|QsQ̃2

t f |2 dµτ ≤ C1−τ
1 Cτ2

(s
t
,
t

s

)β(1−τ)
∫
Rn
|Q̃tf |2dµτ .

The desired estimate (5.2.25) is exactly the case τ = 1/(1 + δ) with α = βδ/(1 + δ).
This completes the proof, modulo the above pair of estimates.

The first estimate, the unweighted quasi-orthogonality, is a consequence of classical

6Strictly speaking, the statement of [SW58, Theorem2.11] explicitly excludes the case under consideration
(indeed the proof given does not apply in this case); however as is mentioned immediately after the statement
of said Theorem, we may run an argument similar to the standard proof of the Riesz-Thorin Theorem,
employing instead the three line lemma for sub-harmonic functions as in [CZ56].
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Littlewood-Paley theory. On the other hand, the weighted estimate follows from both the
fact that |Qsf |, |Q̃tf | .Mf pointwise in Rn and Muckenhoupt’s theorem on the L2(ν)

boundedness ofM for ν ∈ A2 (see Proposition 5.2.19). �

Lemma 5.2.26 (Lp inequalities from weighted L2 bounds). Suppose that T : L2(Rn)→
L2(Rn) is a bounded (not necessarily linear) operator; that is, ‖Tf‖L2(Rn) . ‖f‖L2(Rn).

(i) Suppose that there exists M > 1 such that for all ν ∈ A1 with the property that
νM ∈ A1 it holds that ‖Tf‖L2(ν) .[νM ]A1

‖f‖L2(ν), for every f ∈ C∞c (Rn).
Then for every p ∈ (2, 2 + 1/M), it holds that ‖Tf‖Lp(Rn) .p ‖f‖Lp(Rn).

(ii) Suppose that there existsM > 1 such that for all ν with the property that ν−M ∈ A1

it holds that ‖Tf‖L2(ν) .[ν−M ]A1
‖f‖L2(ν) for every f ∈ C∞c (Rn). Then for every

p ∈ (2− 1/M, 2), we have that ‖Tf‖Lp(Rn) .p ‖f‖Lp(Rn).
(iii) Suppose that there exists M > 1 such that for all ν ∈ A2 with the property that

νM ∈ A2, it holds that ‖Tf‖L2(ν) .[νM ]A2
‖f‖L2(ν) for every f ∈ C∞c (Rn).

Then for every p ∈ (2− 1/M, 2 + 1/M), we have ‖Tf‖Lp(Rn) .p ‖f‖Lp(Rn).

Proof. This lemma and its proof are contained in [CMP11, Corollary 3.37] for the much
more general setting of restricted extrapolation of Ap weights. However, since we will
later on need to modify the arguments used in the proof a little to fit our needs, it seems
appropriate to write the proof down for future reference. The key fact that we will use is
the Coifman-Rochberg theorem (see Proposition 5.2.19).

We start with (i). Fix p > 2 such thatM < 1/(p − 2) and f ∈ C∞c (Rn). Note that
ν := (M(|Tf |))p−2 ∈ A1, and estimate

∫
Rn
|Tf |p ≤

∫
Rn
|Tf |2(M(|Tf |))p−2 .[νM ]A1

∫
Rn
|f |2(M(|Tf |))p−2

≤
(∫

Rn
|f |p

)2/p(∫
Rn

(M(|Tf |))p
)(p−2)/p

.p
(∫

Rn
|f |p

)2/p(∫
Rn
|Tf |p

)1− 2
p
.

If we first assume that ‖Tf‖Lp(Rn) < ∞, then the result follows. To get rid of this as-
sumption, we instead consider the sequence of operators Skf(x) := (Tf)(x)1|Tf |≤k(x)

on L2(Rn). Then {Sk}k is uniformly bounded on L2(Rn), and they satisfy the same
hypotheses as T with constants independent of k. Then, for f ∈ C∞c (Rn), we have that
Skf ∈ L2(Rn) ∩ L∞(Rn), and so by our argument above, ‖Skf‖Lp(Rn) .p ‖f‖Lp(Rn).
We now let k →∞ and use the Monotone Convergence Theorem.
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We turn to (ii). Fix p < 2 with 1
2−p < M and f ∈ C∞c (Rn) not identically 0. Note

that ν := (M(|Tf |+ |f |))p−2 satisfies ν−1 ∈ A1 ⊂ A2, and hence ν ∈ A2. We estimate

∫
Rn
|Tf |p ≤

∫
Rn

(M(|Tf |+ |f |))p =

∫
Rn

(M(|Tf |+ |f |))2(M(|Tf |+ |f |))p−2

.[ν]A2

∫
Rn

(|Tf |2 + |f |2)ν .[ν−M ]A1

∫
Rn
|f |2ν ≤

∫
Rn
|f |2(Mf)p−2 ≤

∫
Rn

(Mf)p,

where we have used Muckenhoupt’s theorem, yielding the desired result.

The third statement follows from the first two and Jones’s factorization theorem ofA2

weights (see [Jon80]) as quotients of A1 weights. �

Sometimes we will not be able to conclude boundedness on all weights νM ∈ A2, but
rather only on weights whose characteristic is uniformly bounded by a (large) constant.
An inspection of the proof of the above Lemma, together with the Coifman-Rochberg
theorem (see Proposition 5.2.19), reveals that this is enough to conclude the unweighted
Lp estimates. We record this in the following result.

Corollary 5.2.27. Let M ≥ 1, 0 < δ < 1 and T be an operator satisfying, for ev-
ery ν ∈ A2 with [νM ] ≤ Cδ (where Cδ is as in Proposition 5.2.19), the estimate
‖Tf‖L2(ν) .[νM ]A2

‖f‖L2(ν). Then, for every p ∈ (2−δ/M, 2+δ/M), ‖Tf‖Lp(Rn) .p

‖f‖Lp(Rn). Analogous statements for the one-sided versions of the estimates also hold.

Lemma 5.2.28 (Weighted Carleson’s Lemma). Suppose that µ is a measure in Rn+1
+ and

that ν ∈ L1
loc(Rn) is a doubling weight. Assume further that for every cube Q ⊂ Rn,

it holds that µ(RQ) . ν(Q). Then, for every measurable function F : Rn+1
+ → C and

every p > 0, we have that
∫∫

Rn+1
+

|F |p dµ .n,doub

∫
Rn

(NF )p ν.

The proof is exactly the same as the usual one when ν ≡ 1, and thus omitted.

We will have need for a version of Carleson’s Lemma that introduces the modified
non-tangential maximal function Ñ in place of the usual N .

Lemma 5.2.29 (Modified-Weighted Carleson’s Lemma). Let dµ(x, t) = m(x, t) dxdt be
a non-negative measure on Rn+1

+ and ν is a doubling weight. For every (x, t) ∈ Rn+1
+ ,

suppose that dµ̃(x, t) := (sup(y,s)∈Cx,tm(y, s)) dxdt verifies µ̃(RQ) ≤ C0ν(Q) for

every cube Q ⊂ Rn. Then, for every q > 0,
∫∫

Rn+1
+

|F |q dµ .doub C0

∫
Rn

(ÑqF )q ν.
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Proof. Introduce an average as follows:∫∫
Rn+1

+

|F (x, t)|q dµ(x, t) =

∫∫
Rn+1

+

−−
∫∫
Cx,t
|F (x, t)|q dydsm(x, t) dxdt

=

∫∫
Rn+1

+

−−
∫∫
Cy,s
|F (x, t)|qm(x, t) dxdt dyds ≤

∫∫
Rn+1

+

G(y, s)qdµ̃(y, s),

where we used Fubini’s Theorem, and G(y, s) :=
(
−−
∫∫
Cy,s
|F (x, t)|q dxdt

)1/q
. The con-

clusion now follows from Lemma 5.2.28 and the fact that N (G) = Ñq(F ). �

Definition 5.2.30 (Ap,q classes). Let 1 < p ≤ q <∞. We say that a weight ν ∈ Ap,q =

Ap,q(Rn) if there exists a constant C > 0 such that for every cube Q ⊂ Rn,

(
−
∫
Q
νq dx

)1/q(−∫
Q
ν−1/p′ dx

)1/p′ ≤ C.
The infimum over all such C is written [ν]Ap,q .

Theorem 5.2.31 ([MW74, Theorem 4]). Let 1 < p < n and set 1/q := 1/p−1/n. Then
ν ∈ Ap,q if and only if ‖I1f‖Lq(νq) .[ν]Ap,q

‖f‖Lp(νp).

Throughout the chapter we will encounter instances where multiplication by an
Ln(Rn) function is acting as, or rather in place of, a (spatial) gradient. The following
proposition should be interpreted as stating that, at least in Lp spaces, the two operations
are not far from each other. We remind the reader that we assume n ≥ 3.

Proposition 5.2.32. Let B ∈ Ln(Rn) and f ∈ C∞c (Rn). Then, for every ν ∈ A2, we
have

‖I1(B · f)‖L2(ν) .[ν]A2
‖B‖Ln(Rn)‖f‖L2(ν).

In particular, for every 1 < p < ∞, it holds that ‖I1(B · f)‖Lp(Rn) .p ‖f‖Lp(Rn),
where the implicit constants depend on ‖B‖Ln(Rn), p, and n. If in addition we have that
ν2∗/2 ∈ A2 with 2∗ = 2∗n, then

‖B · I1f‖L2(ν) .[ν2∗ ]A2
‖B‖Ln(Rn)‖f‖L2(ν).

Accordingly, ‖B · I1f‖Lp(Rn) .p ‖f‖Lp(Rn), for 1 + 2/n < p < 3− 2/n.
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Proof. Let ν ∈ A2 and set ω := ν1/2. We claim that ω ∈ A2∗,2. Assuming the claim for
a moment, we would have

‖I1(B · f)‖L2(ν) = ‖I1(B · f)‖L2(ω2) .[ω]A2∗,2
‖B · f‖L2∗ (ω2∗ )

≤ ‖B‖Ln(Rn)‖f‖L2(ω2),

where we used Hölder’s inequality in the last step. This is the result.

To prove the claim, we use Jensen’s inequality to see that
(
−
∫
Q ω
−2∗
)2/2∗ ≤ −∫Q ω−2.

Using this estimate in the definition of ω2 ∈ A2, we deduce that [ω]A2∗,2 ≤ [ν]
1/2
A2

. This
completes the proof of the first part.

The second part follows the same lines, using instead that(
−
∫
Q
ω2∗
)(
−
∫
Q
ω−2

)2∗/2
≤
(
−
∫
Q
ω2∗
)(
−
∫
Q
ω−2∗

)
≤ [ν2∗/2]A2 ,

so that [ω]A2,2∗ ≤ [ν2∗/2]
1/2∗

A2
. The Lp estimate finally follows from restricted extrapola-

tion (see Lemma 5.2.26), using the fact that 2/2∗ = 1− 2/n. �

Proposition 5.2.33. Let Pt be an approximate identity with smooth, even, compactly
supported kernel. Then, for every ν ∈ A2 and f ∈ C∞c (Rn), it holds that

‖V(t−1(1− Pt)f)‖2L2(ν) =

∫ ∞
0

∫
Rn

∣∣∣I − Pt
t

f
∣∣∣2 ν(x) dxdt

t
.[ν]A2

‖∇‖f‖2L2(ν).

Proof. Recall that I1 denotes the fractional integral of order 1; hence ∇‖I1 = I1∇‖ =

R, where R is the vector-valued Riesz-transform (with symbol ξ/|ξ|). In particular,
‖Rf‖L2(ν) ≈ ‖f‖L2(ν) for all ν ∈ A2, allowing us to reduce matters to the estimate∫ ∞

0

∫
Rn

∣∣∣I1
I − Pt
t

f
∣∣∣2 ν(x)dt

t
.[ν]A2

‖f‖L2(ν), f ∈ C∞c (Rn).

We now use a quasi-orthogonality argument, with a change of measure interpolation (see
the proof of Theorem 5.2.23), to reduce matters to the pair of estimates: If we denote
Tt := I1(1− Pt)/t, then for some CLP family (Qs)s (see Definition 4.2.26),

‖TtQ2
sf‖L2(Rn) .

(s
t
,
t

s

)α
‖Qsf‖L2(Rn), (5.2.34)
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for some α > 0, and
‖TtQ2

sf‖L2(ν) .[ν]A2
‖Qsf‖L2(ν). (5.2.35)

Indeed, with (5.2.34) and (5.2.35) in hand, we may follow the proof of Theorem 5.2.23.

For (5.2.34), we compute, via the Fourier transform and Plancherel’s theorem, and
using ϕt and ψs for the kernels of Pt and Qs respectively,

‖TtQsh‖2L2(Rn) = cn

∫
Rn

∣∣∣|ξ|−1 1− ϕ̂(t|ξ|)
t

ψ̂(s|ξ|)ĥ(ξ)
∣∣∣2 dξ,

where as usualwe have abused notation andwrittenϕ,ψ for the one-dimensional functions
representing them. Consider first the case t < s,

∫
Rn

∣∣∣|ξ|−1 1− ϕ̂(t|ξ|)
t

ψ̂(s|ξ|)ĥ(ξ)
∣∣∣2dξ

=
( t
s

)2
∫
Rn

|1− ϕ̂(t|ξ|)|2

|tξ|4
|sξ|2|ψ̂(s|ξ|)|2|ĥ(ξ)|2 dξ .

( t
s

)2
‖h‖2L2(Rn),

where we used the properties of the CLP family and the fact that |1 − ϕ̂(τ)| . τ2 for τ
near 0, since ϕ is even. For the case s < t, we use instead the Fundamental Theorem of
Calculus to obtain∫

Rn

∣∣∣|ξ|−1 1− ϕ̂(t|ξ|)
t

ψ̂(s|ξ|)ĥ(ξ)
∣∣∣2dξ

=
(s
t

)2
∫
Rn

∣∣∣ ∫ t|ξ|

0
ϕ̂′(τ) dτ

∣∣∣2 |ψ̂(s|ξ|)|2

|sξ|2
|ĥ(ξ)|2 dξ .

(s
t

)2
‖h‖2L2(Rn),

where we used that ϕ̂ ∈ L1(0,∞) and ψ̂(τ)/τ ∈ L∞(0,∞). Combining these estimates
with h = Qsf gives (5.2.34).

The weighted estimate (5.2.35) follows from the pointwise inequality

|Ttf(x)| = |t−1(1− Pt)I1f(x)| .M(Rf)(x),

where R = I1∇‖ is as before. We sketch the argument: Write

1− Pt = (1− Et) + (Et − Pt), (5.2.36)
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where Et is the dyadic averaging operator; that is, Etf(x) = −
∫
Qx,t

f , where Qx,t is the
unique dyadic cube Qx,t ∈ Dt containing x. Writing g = I1f , we have that

|(Et − Pt)g(x)| ≈
∣∣∣−∫
Qx,t

−
∫
|x−y|<Ct

ϕ(x−yt )(g(y)− g(z)) dydz
∣∣∣

. −
∫
B(x,Ct)

−
∫
B(x,Ct)

|g(y)− g(z)| dydz . t−
∫
B(x,Ct)

|∇‖g(y)| dy ≤ tM(∇‖g)(x),

where we used Poincare’s inequality in the second to last step. Since I1∇‖f = Rf , we
have the right bound for this term.

To handle the first term in (5.2.36), we telescope

(1− Et)g(x) =

∞∑
j=0

(E2−j−1t − E2−jt)g(x) =:

∞∑
j=0

(Etj+1 − Etj )g(x),

and we compute that

|(Etj+1 − Etj )g(x)| =
∣∣∣−∫
Qx,tj+1

(Etjg(x)− g(y)) dy
∣∣∣ . −∫

Qx,tj

|Etjg(x)− g(y)| dy

. tj−
∫
Qx,tj

|∇‖g(y)| dy ≤ 2−jtM(∇‖g)(x).

The result now follows by summing over j. �

We will have need for the following properties of the heat semigroup associated to
the Laplacian ∆ in Rn.

Proposition 5.2.37. Let Pt := e−t
2∆ and Qt := t∂tPt. We define the measure

dµ(x, t) :=
|Qtν(x)|2

|Ptν(x)|2
Ptν(x)

dxdt

t
.

This object satisfies the following properties

(i) For any weight ν ∈ RHs for some s > 1 it holds that |Ptν(x)| . −
∫
|x−y|<t ν(y) dy,

with constants depending on the RHs and doubling constants of ν.
(ii) The measure dµ satisfies the hypotheses of the modified Carleson’s Lemma 5.2.29,

provided ν ∈ RH2.
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Proof. The proof of (i) is a simple computation: the kernel of Pt is given by

ϕt(x− y) = cnt
−ne−(|x−y|/2t)2

, x, y ∈ Rn, t > 0,

and we can write

Ptν(x) =

∫
|x−y|<t

ϕt(x− y)ν(y) dy +
∑
j≥0

∫
2jt≤|x−y|<2j+1t

ϕt(x− y)ν(y) dy.

Clearly, the first term satisfies the desired estimate; it remains to control the tail. For this,
we set ∆j := {y : 2jt ≤ |x− y| < 2j+1t} and employ Hölder’s inequality to obtain∫

∆j

ϕt(x− y)f(y) dy ≤
(∫

∆j

ϕt(x− y)s
′
dy
)1/s′(∫

∆j

ν(y)s dy
)1/s

.

Now we see, using that ν ∈ RHs,

(∫
∆j

νs
)1/s

. (2jt)n( 1
s
−1)

∫
|x−y|<2j+1t

ν(y)dy . (Cdoub2
n(1/s−1))jt

n
s−
∫
|x−y|<t

ν(y)dy.

On the other hand, for y ∈ ∆j we have that ϕt(x− y) . t−n exp(−2j), so that

(∫
∆j

ϕt(x− y)s
′
dy
)1/s′

. |∆j |1/s
′
t−n exp(−2j) . t−n/s2jn/s

′
exp(−2j).

Combining these estimates, (i) follows.

The proof of (ii) is somewhat more involved. We ought to show that

sup
Cx,t

( |Qsν(y)|2

|Psν(y)|2
Psν(y)

1

s

)
dxdt ≈

(
sup
Cx,t

|Qsν(y)|2

|Psν(y)|2
Psν(y)

)dxdt
t

=: dµ̃(x, t)

is a CarlesonMeasure. For this purpose, first note that, using (i) and the doubling property
of ν, it is not hard to show that Psν(y) ≈ Ptν(x) for all (y, s) ∈ Cx,t. In other words,

dµ̃(x, y) ≈
(

sup
Cx,t
|Qsν(y)|2

) 1

Ptν(x)

dxdt

t
.
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Now we let a > 0 be small enough so that s2 − a2t2 ≈ t2 whenever |t − s| < t/8 and
write

Qsν(y) = s∂s(e
(a2t2−s2)∆e−a

2t2∆ν(y)) = −2s2∆e(a2t2−s2)∆e−a
2t2∆ν(y)

= − s2

a2t2
e−(s2−a2t2)∆Qatν(y).

Therefore, there exists a universal constant c > 0 such that |Qsν(y)| . Pct|Qatν|(y), for
all |s− t| < t/8. Setting gt(z) := |Qatν(z)|, we see that

Pctgt(y) = cn

∫
Rn

(ct)−ne
− |y−z|

2

4(ct)2 gt(z) dz

=

∫
|x−z|<t

(ct)−ne
− |y−z|

2

4(ct)2 gt(z) dz +
∑
j≥0

∫
∆j

(ct)−ne
− |y−z|

2

4(ct)2 gt(z) dz =: I + II.

For I , we simply note that

I . −
∫
|x−z|<t

gt(z) dz . Ptgt(x).

For the tails, we use that |y − z| ≥ 7
8 |x − z| for any z ∈ ∆j , to obtain the bound

II . Pc′tgt(x). We conclude that |Qsν(y)| . Pct|Qatν|(x) for (y, s) ∈ Cx,t.

We have thus reduced matters to proving a (weighted) Carleson Measure estimate for
dµ′(x, t) := (Pct|Qatν|(x))2

Ptν(x)
dxdt
t ; that is, we want to show that µ′(RQ) . ν(Q), for all

Q ⊂ Rn. So fix a cube Q ⊂ Rn. We run a stopping time argument to obtain a collection
of maximal (dyadic) subcubes (Qj)j≥1 of Q with respect to the properties

either (a) −
∫
Qj

ν ≥ A−
∫
Q
ν, or (b) −

∫
Qj

ν ≤ A−1−
∫
Q
ν,

for some A > 1 large. We call F1 the collection of Qj satisfying the property (a), and
F2 the collection of Qj verifying (b).

Notice that, by construction, if Qj ∈ F1 we have that |Qj | ≤ |Q|
Aν(Q)

∫
Qj
ν, so, after

summing over j,
∑

Qj∈F1
|Qj | ≤ |Q|A . By the A∞ property of ν, if A is large enough, we

may write
∑

Qj∈F1
ν(Qj) ≤ ν(Q)

4 . On the other hand, ifQj ∈ F2 we obtain directly that
ν(Qj) ≤ A−1|Qj |−

∫
Q ν, so that

∑
Qj∈F2

ν(Qj) ≤ ν(Q)
4 , if we choose A > 1/4.
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By the John-Nirenberg Lemma for Carleson Measures (Lemma 5.2.14) it is enough
obtain a bound µ′(RQ\(∪F1∪F2RQj )) . ν(Q). Moreover, notice that for (x, t) ∈
RQ\(∪F1∪F2RQj ), we have that −

∫
Q ν . Ptν(x), by construction of theQj . Accordingly,

it is enough to show the estimate∫∫
RQ

(Pct|Qatν|)(x)2 dxdt

t
.
ν(Q)2

|Q|
.

To do this, we use Minkowski’s inequality to write

(∫∫
RQ

(Pct|Qatν|)(x)2dxdt

t

) 1
2 ≤

∞∑
j=0

(∫∫
RQ

(Pct|Qat(1Rj(Q)ν)|)(x)2dxdt

t

) 1
2

=:

∞∑
j=0

Tj ,

where we denote R0 = 2Q and Rj = 2j+1Q\2jQ for j ≥ 1. For the first term T0, we
employ the fact that Pt is uniformly L2(Rn)−bounded and thatQt satisfies an L2 square
function estimate to obtain

T 2
0 ≤

∫ ∞
0

∫
Rn

(Pct|Qat(1R0ν)|)(x)2 dxdt

t

.
∫ ∞

0

∫
Rn
|Qat(1R0ν)(x)|2 dxdt

t
.
∫

2Q
ν2.

We now use the Reverse Hölder property of ν to see that
∫

2Q ν
2 . |Q|−1ν(Q)2, which

gives the desired estimate for T0. For the others, we use the kernel representations; first
recall that if ϕt is the kernel for Pt and ψt the one for Qt then there exist constants such
that |ϕt(z)|, |ψt(z)| ≤ c1t

−ne−c2|z|
2/t2 . Calling νj = 1Rjν, we compute

∫
Q

(Pct|Qatνj |)(x)2 dx =

∫
Q

(∫
Rn

∣∣∣ ∫
Rn
ϕct(x− y)ψat(y − z)νj(z) dz

∣∣∣ dy)2
dx

.
∫
Q

(∫
Rj

ν(z)

∫
Rn
t−2ne−c

|x−y|2+|y−z|2

t2 dy dz
)2
dx.
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It is easy to verify that |x− y|2 + |y − z|2 ≥ (|x− y|2 + |x− z|2)/4, and hence∫
Q

(Pct|Qatνj |)(x)2 dx .
∫
Q

(∫
Rj

ν(z)t−ne−c
|x−z|2

t2 dz
)2
dx . e−c

(2j`(Q))2

2t2

∫
Q

(P̃tν)2,

where we define P̃t the convolution operator with kernel t−ne−c|z|2/(2t2). Now we see,
from the proof of part (i), that P̃tν(x) . −

∫
|x−y|<t ν(y) dy . ν(Q)/tn. Therefore,

∫
Q

(Pct|Qatνj |)(x)2 dx . e−c
′ (2j`(Q))2

t2
ν(Q)2|Q|

t2n
.

The desired estimate for Tj now follows by integrating in t over (0, `(Q)). �

5.2.2 Lr − Lq Off-diagonal estimates

Throughout this section we denote by Tt, with t 6= 0, an operator mapping functions
C∞c (Rn;Cd1) to measurable functions in Rn with values in Cd2 for some integers d1, d2.

Definition 5.2.38 (Lr → Lq Off-diagonal estimates). Let 1 ≤ r ≤ q ≤ ∞. We say that a
family of operators (Tt)t6=0 satisfies Lr −Lq off-diagonal estimates if there exist C0 > 0

and numbers γ1 ∈ R, γ2 > 0 such that for every cube Q ⊂ Rn, the following estimates
hold with γ := γ1 + γ2.

(i) If |t| ≈ `(Q), then

‖Tt(f1R0(Q))‖Lq(Q) ≤ C0|Q|1/q−1/r‖f‖Lr(Q).

(ii) If t ∈ R and we set Rj(Q) := 2j+1Q\2jQ for j ≥ 1, then

‖Tt(f1Rj(Q))‖Lq(Q) ≤ C02−njγ1

( |t|
2j`(Q)

)njγ2

|Q|1/q−1/r‖f‖Lr(Rj(Q)).

(iii) If t ∈ R and supp f ⊂ Q then

‖Tt(f)‖Lq(Rj(Q)) ≤ C02−njγ1

( |t|
2j`(Q)

)njγ2

|Q|1/q−1/r‖f‖Lr(Q).

Proposition 5.2.39 (Weighted estimates from off-diagonal decay). Suppose (Tt)t>0 is
sublinear and satisfies Lr − L2 off diagonal estimates for some 1 < r < 2 and γ > 1/r.
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Then for all ν ∈ A2/r, and every t > 0,

∥∥∥(−∫
|x−y|<t

|Ttf(y)|2 dy
)1/2∥∥∥

L2(νdx)
.[ν]A2/r

‖f‖L2(ν).

Proof. This proposition is contained within [GH17], but we provide the proof for
completeness.

We first decompose Rn into cubes in the dyadic grid Dt of sidelength ≈ t to obtain

∥∥∥(−∫
|x−y|<t

|Ttf(y)|2 dy
)1/2∥∥∥

L2(νdx)
=
( ∑
Q∈Dt

∫
Q
−
∫
|x−y|<t

|Ttf(y)|2 dy ν(x)dx
)1/2

.
( ∑
Q∈Dt

−
∫
Q∗

∫
Q
|Ttf(y)|2 dy ν(x)dx

)1/2

.
∑
j≥0

( ∑
Q∈Dt

−
∫
Q∗

∫
Q
|Tt(1Rj(Q)f(y))|2 dy ν(x)dx

)1/2
=: I,

where as usual we define R0(Q) := 2Q and Rj(Q) := 2j+1Q\2jQ for j ≥ 1, and we
used Minkowski’s inequality in the last line. We now exploit the off-diagonal decay of Tt
to get,(∫

Q
|Tt(1Rj(Q)f(y))|2 dy

)1/2
. 2−jnγtn(1/2−1/r)

(∫
Rj(Q)

|f(y)|r dy
)1/r

.

Going back to I , we see that

I .
∑
j≥0

2−jnγtn(1/2−1/r)
( ∑
Q∈Dt

−
∫
Q∗

(∫
Rj(Q)

|f(y)|r dy
)2/r

ν(x)dx
)1/2

.
∑
j≥0

2−jnγtn(1/2−1/r)(2jt)n/r
( ∑
Q∈Dt

−
∫
Q∗

(
−
∫
Rj(Q)

|f(y)|r dy
)2/r

ν(x)dx
)1/2

.
∑
j≥0

2−jn(γ−1/r)tn/2
( ∑
Q∈Dt

−
∫
Q∗
Mr(f)(x)2 ν(x)dx

)1/2

.
∑
j≥0

2−jn(γ−1/r)‖Mr(f)‖L2(ν) . ‖Mr(f)‖L2(ν),
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since γ > 1/r. Since r < 2 and A2/r ⊂ A2,Mr is bounded on L2(ν) and so

I .[ν]A2/r
‖Mr(f)‖L2(ν) . ‖f‖L2(ν).

�

5.2.3 Properties of Solutions and Layer Potentials

Properties of weak solutions

We record here the basic properties of solutions to Lu = 0 that we will need.

Definition 5.2.40. We define the interval (2−, 2+) as the largest open interval, symmetric
around 2 with the following two properties:

1. 2n/(n+ 1) = 2# < 2− < 2 < 2+ < 2# = 2n/(n− 1).
2. If p ∈ (2−, 2+), then for every weak solution u ∈W 1,2

loc (Rn+1
+ ) ofLu = 0 inRn+1

+ ,
the Lp Caccioppoli inequalities (4.3.10) and (4.3.22) hold, with implicit constants
depending only on n, p, α, ellipticity of L, and ρ.

Proposition 5.2.41 (Weak Reverse Hölder Inequality for Solutions). Let u ∈ W 1,2
loc (Ω)

be a solution to Lu = divF in Ω ⊂ Rn+1, with F ∈ L2
loc(Ω). Let B be an (n + 1)-

dimensional ball in Rn+1 with 2B ⊂ Ω. Then, for any q ≥ 1 we have that(
−−
∫∫
B
|u|2∗n+1

)1/2∗n+1
.
(
−−
∫∫

2B
|u|q
)1/q

+ r(B)
(
−−
∫∫

2B
|F |2

)1/2
, (5.2.42)

with implicit constants depending only on q, n and ellipticity, and where we define

1

2∗n+1

=
1

2
− 1

n+ 1
,

1

2∗n+1

+
1

2∗,n+1
= 1.

Proof. We first prove the result for a ball B with r(B) = 1. To simplify notation, during
this proof we will write 2∗ = 2∗n+1.

Fix 1 ≤ t < s ≤ 2, then, from the proof of the Caccioppoli inequality (see Proposition
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4.3.1, and note that f = 0 for us), we have

‖∇u‖L2(Bt) .
1

s− t
‖u‖L2(Bs) + ‖F‖L2(Bs)

≤ 1

s− t
‖u‖L2(Bs) + ‖F‖L2(2B),

where Bt denotes the concentric dilate of B by a factor of t.

On the other hand, if as usual we denote by uB the average of u over B, then by the
Poincaré-Sobolev inequality we have that

‖u‖L2∗ (Bt)
. t · t(n+1)(1/2∗−1/2)‖∇u‖L2(Bt) + t(n+1)/2∗ |uBt |

. ‖∇u‖L2(Bt) + ‖u‖L1(2B),

where we use that t ≥ 1/2 to control the last term in the last line. Combining these two
inequalities we obtain

‖u‖L2∗ (Bt)
.

1

s− t
‖u‖L2(Bs) + ‖F‖L2(2B)

+ ‖u‖L1(2B).

Note that if here we set t = 1 and s = 2, the desired estimate (5.2.42) follows for q ≥ 2.
It thus remains to treat the case q < 2.

Recall, from interpolation ofLp norms (here we use q < 2) and the Cauchy inequality
with a parameter,

‖u‖L2 ≤ ‖u‖1−θ
L2∗ ‖u‖θLq .θ η1/(1−θ)‖u‖L2∗ +

1

η1/θ
‖u‖L2∗ ,

valid for any η > 0 and where θ satisfies

1

2
=

1− θ
2∗

+
θ

q
.

Choosing η1/(1−θ) ≈ t− s and setting

T := ‖F‖L2(2B) + ‖u‖L1(2B),
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we arrive at

‖u‖L2∗ (Bt)
≤ 1

2
‖u‖L2∗ (Bs)

+
C

(s− t)(1−θ)/θ ‖u‖Lq(Bs) + T,

the above being valid for any 1 ≤ t < s ≤ 2. We are now in a position to apply the result
in [HL97, Lemma 4.3] and conclude

‖u‖L2∗ (Bt)
.

1

(s− t)(1−θ)/θ ‖u‖Lq + T.

Setting now t = 1 and s = 2 we arrive at

‖u‖L2∗ (B) . ‖u‖Lq(2B) + ‖u‖L1(2B) + ‖F‖L2(2B).

This is the desired inequality, since q ≥ 1 and r(B) = 1.

To obtain the result for a general B, we simply note that for r > 0, ur(X) = u(rX)

solves Lrur = divFr in rΩ, where the coefficients of Lr are given by

Ar(X) = A(rX), Bi,r(X) = rBi(rX), Fr(X) = rF (rX).

It can be checked that these coefficients satisfy the same conditions as the original
coefficients, with the same relevant norms, except for Fr which satisfies ‖Fr‖L2(1/rB) =

r(−n+1)/2‖F‖L2(B). The estimate (5.2.42) follows.

Proposition 5.2.43 (Off-diagonal Estimates. Part 1). Let Θt,m denote either of the
following operators:

tm∂mt ∇SLt , tm∂m−1
t ∇(SLt ∇), (tm∂mt ∇SLt 1) · Pt,

where Pt is an approximate identity with smooth, even, compactly supported kernel.

Let 2− < q ≤ p < 2+ and Q ⊂ Rn a cube. For every h ∈ Lq(Rn), |t| ≈ `(Q), and
k ≥ 0 it holds that

‖Θt,m(h1Q)‖Lp(2Q) .n,p,q |Q|
1
p
− 1
q ‖h‖Lq(Q).
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Moreover, for any j ≥ 1 and t ∈ R, if we write Rj(Q) := 2j+1Q\2jQ, then

‖Θt,mg‖Lp(Rj(Q)) .n,p,q,m 2−nγ1

( |t|
2j`(Q)

)m
|Q|

1
p
− 1
q ‖g‖Lq(Q), (5.2.44)

and

‖Θt,mg‖Lp(Q) .n,p,q,m 2−nγ1

( |t|
2j`(Q)

)m
|Q|

1
p
− 1
q ‖g‖Lq(Rj(Q)), (5.2.45)

where γ1 = 1/2# − 1/p if Θt,m = tm∂mt ∇SLt (recall that 2# is given in Definition
5.2.40), and γ1 = 1/2# − 1/p− 1 in the case that Θt,m = tm∂m−1

t ∇(SLt ∇).

Proof. The proof of this result is essentially contained in Proposition 4.4.28. We sketch
some of the modifications needed.

We start with the case Θt,m = tm∂mt ∇SLt . Here, estimate (5.2.44) was obtained in
Proposition 4.4.28. By duality, estimate (5.2.45) is equivalent to (5.2.44) for Θt,m =

tm∂mt (SLt ∇); let us thus prove estimate (5.2.44) for Θt,m = tm∂mt (SLt ∇).

Let R̃j := (3/2)Rj × (t− 2j`(Q), t+ 2j`(Q)) and suppose that g ∈ C∞c (Q). Then
(SLt ∇‖g) = SLt div‖ g is a solution in R̃j . By a careful application of Caccioppoli’s
inequality on slices, followed by the standard Caccioppoli inequality in Lp (m−1) times,
we obtain

‖tm∂mt (SLt ∇‖) · g‖Lp(Rj(Q)) = |t|m‖∂mt SLt div‖ g‖Lp(Rj(Q))

.
( |t|

2j`(Q)

)m( 1

2j`(Q)

∫∫
R̃j

|SLs div‖ g(x)|p dxds
)1/p

.

By duality again, it is enough to prove that

‖∇‖SLs h‖Lq′ (Q) . 2−nγ1 |Q|1/p−1/q‖h‖Lp′ (3/2Rj),

uniformly for s ∈ R. For this, if we define Q̃ := 3/2Q × (s − `(Q), s + `(Q)), by
Caccioppoli’s inequality we have that

‖∇‖SLs h‖Lq′ (Q) .
1

`(Q)

( 1

`(Q)

∫∫
Q̃
|SLτ h(x)|q′ dxdτ

)1/q′

. |Q|1/q′−1/2#−1/n
( 1

`(Q)

∫ s+`(Q)

s−`(Q)
|Rj |q

′(1/2#−1/p′)‖h‖q
′

Lp′ (3/2Rj)
dτ
)1/q′
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. 2n(1/p−1/2#)|Q|1/q′−1/p′‖h‖Lp′ (3/2Rj),

where we used the mapping property SLs : L2#(Rn) → L2#
(Rn) uniformly in s ∈ R,

and Hölder’s inequality.

The above proof works the same, with straightforward modifications, in the case
Θt,m = tm∂m−1

t ∇(SLt ∇). The case of Θt,m = tm∂mt ∇SLt 1 · Pt is handled with the
previous estimates and [AAA+11, Lemma 3.11]. �

The following proposition follows the same lines as the above, the appropriate modi-
fications being outlined in the proof of Proposition 4.4.37.

Proposition 5.2.46 (Off-diagonal Estimates. Part 2). Let B ∈ Ln(Rn;Cn+1) and set
ΘB
t,m := tm∂mt SLt B· acting on functions C∞c (Rn;Cn+1). Then, for 2− < r < 2 < q <

2+ ΘB
t,m satisfies theLr−Lq off-diagonal estimates ofDefinition 5.2.38with γ = m/n−α

for some α > 0 depending only on dimension, r and q.

We shall also need the following quasi-orthogonality result.

Proposition 5.2.47 (Quasi-orthogonality). Let Θt,m := tm∂mt (SLt ∇),B ∈ Ln(Rn;Cn),
and let Qs be a standard Littlewood-Paley family. There exists m0 such that if m ≥ m0

and ν ∈ A2/r (here r is as in the Lr −L2 off-diagonal estimates for Θt,m in Proposition
5.2.43), then the estimate∥∥∥(−∫

|x−y|<t
|Θt,mBI1Q2

sg(y)|2 dy
)1/2∥∥∥

L2(ν)
.[ν]A2/r

(s
t

)β
‖Qsg‖L2(ν), s < t,

holds for some β > 0 (possibly depending on ν only through [ν]A2/r
).

Proof. The unweighted case is proved in Lemma 4.4.30. The idea is to use interpolation
with change of measure to reduce matters to proving a uniform weighted bound of the
form ∥∥∥(−∫

|x−y|<t
|Θt,mBI1Q2

sg(y)|2 dy
)1/2∥∥∥

L2(ν)
.[ν]A2/r

‖g‖L2(ν).

This in turn follows from theLr−L2 off-diagonal estimates of Θt,m in Proposition 5.2.43
and Proposition 5.2.39, together with the bounds for I1B from Proposition 5.2.32; we
omit the details.
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Next, we show the simple computation, first seen in [BES19], that yields the following
bound for the vertical maximal function.

Proposition 5.2.48. Letm ≥ 1 and Θt,m := tm∂mt ∇(SLt ∇) or tm∂mt ∇DLt , then for a.e.
x ∈ Rn

sup
t>0
|Θt,mf(x)| .m V(Θt,mf)(x) + V(Θt,m+1f)(x) + |Θ1,mf(x)|.

Proof. First we note that, owing to Lemma 4.2.3, the function t 7→ Θt,mf(x) =: gt(x)

is absolutely continuous for a.e. x ∈ Rn. Therefore, by the fundamental theorem of
calculus, for such an x ∈ Rn and every 0 < s < t,

|gt(x)|2 = |gs(x)|2 + 2

∫ t

s
Re(gt(x)∂τgτ (x)) dτ.

Notice∣∣∣ ∫ t

s
Re(gt(x)∂τgτ (x)) dτ

∣∣∣ ≤ ∫ t

s
|gt(x)||τ∂τgτ (x)| dτ

τ
≤ V(gt)(x)V(τ∂τgτ )(x),

by the Cauchy-Schwarz inequality. The result now follows by setting s = 1 and using
Cauchy’s inequality with a parameter.

We record here also a weighted version of the Riesz transform estimates for L‖ and,
more importantly for us, estimates for the Hodge decomposition associated to L‖.

Theorem 5.2.49 ([CMR18, Proposition 9.1]). LetL‖ := −div‖A‖∇‖. Then there exists
M > 0 (depending only on dimension and the ellipticity of A‖) such that if ν ∈ A2

verifies that νM ∈ A2, then

max
{
‖∇‖L

−1/2
‖ ‖L2(ν)→L2(ν) , ‖L

−1/2
‖ div‖ ‖L2(ν)→L2(ν)

}
.[νM ]A2

1.

In particular, if for f ∈ L2(Rn;Cn) we write Hodge Decomposition f = A‖∇‖F + H

with F ∈
.
W 1,2(Rn) and div‖H = 0, then for ν as above, we have that

‖∇‖F‖L2(ν) .[νM ]A2
‖f‖L2(ν).

We end this subsection with an identity characterizing the double layer in terms of

310



operators involving only the single layer. This will allow us to focus, as far as the square
and non-tangential maximal function estimates are concerned, on operators involving
only the single layer.

Lemma 5.2.50 (Double Layer Duality for L2 functions). Denote by ~N the outward
unit normal vector of the upper-half space. The following formula holds for each f ∈
C∞c (Rn):

DL,+t f(x) = (SLt ∇)(A ~Nf)(x) + (SLt B2)( ~Nf)(x).

Proof. We have, by Proposition 4.4.18 (ii), the following formula for f, g ∈ C∞c (Rn)

(DL,+t f, g) = (f, ∂
νL
∗,+
−t
SL∗g).

On the other hand, since SL∗g is in Y 1,2(Rn+1), we may use the L2 realization of the
conormal (see Lemma 4.4.11 (i)) from which it follows that

(f, ∂
νL
∗,+
−t
SL∗g) = 〈f, ∂

νL
∗,+
−t
SL∗g〉L2(Rn)

= 〈f, ~N · [A∗∇SL∗−t g +B2SL
∗
−t g]〉L2(Rn)

= 〈 ~Nf, [A∗∇SL∗−t g +B2SL
∗
−t g]〉L2(Rn)n

= 〈(SLt ∇)(A ~Nf) + (SLt B2)( ~Nf), g〉L2(Rn),

where we used the properties of the operator (SLt ∇) (see Proposition 4.4.2 (viii)) for the
last line. This gives the desired identity for f ∈ C∞c (Rn).

5.2.4 Good Classes of Solutions

Let us now define the function spaces over which we will be able to prove uniqueness.

Definition 5.2.51 (Slice Spaces). For n ≥ 3, we define

D2
+ :=

{
v ∈ C0

(
(0,∞);L2(Rn)

)
: ‖u‖D2

+
<∞

}
,

with norm given by ‖v‖D2
+

:= supt>0 ‖v(t)‖L2(Rn). We also define

S2
+ :=

{
u ∈ C2

0

(
(0,∞);Y 1,2(Rn)

)
: u′(t) ∈ C0

(
(0,∞);L2(Rn)

)
, ‖u‖S2

+
<∞

}
,
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with norm given by

‖u‖S2
+

:= sup
t>0
‖u(t)‖Y 1,2(Rn) + sup

t>0
‖u′(t)‖L2(Rn)

+ sup
t>0
‖tu′(t)‖Y 1,2(Rn) + sup

t>0
‖t2u′′(t)‖Y 1,2(Rn).

In particular, bothD2
+ and S2

+ are Banach spaces. Similarly, with obvious modifications,
we can define the slice spaces S2

− and D2
− in the negative half line (−∞, 0).

Definition 5.2.52 (GoodD Solutions). We say that u ∈W 1,2
loc (Rn+1

+ ) is a goodD solution
if Lu = 0 in Rn+1

+ in the weak sense, u ∈ D2
+, and uτ := u(·, ·+ τ) ∈ Y 1,2(Rn+1

+ ) for
any τ > 0.

Definition 5.2.53 (GoodN/R Solutions). We say that u ∈W 1,2
loc (Rn+1

+ ) is a goodN/R
solution if Lu = 0 in Rn+1

+ in the weak sense, u ∈ S2
+, and ∂tuτ ∈ Y 1,2(Rn+1

+ ) for every
τ > 0.

As an immediate consequence of Theorems 4.6.12 and 4.6.17 from Chapter 4, we
exhibit

Corollary 5.2.54. Let u ∈W 1,2
loc (Rn+1

+ ) satisfy Lu = 0 in Rn+1
+ .

(i) If ‖|t∇∂tu‖| < ∞ and limt→∞∇u(t) = 0 in the sense of distributions (see
(4.2.2)), then either u is a good N /R solution (in the case that L1 6= 0 in Rn+1

+ ),
or u − c is a good N /R solution for some constant c (in the case that L = 0 in
Rn+1

+ ).
(ii) If ‖|t∇u‖| < ∞ and limt→∞ u(t) = 0 in the sense of distributions, then u is a

good D solution.

The following result is a companion to Corollary 5.2.54. Together they will imply that
our uniqueness statement holds among the two most commonly used classes of solutions
(those with either square or non-tangential maximal function estimates).

Lemma 5.2.55. Let u ∈ W 1,2
loc (Rn+1

+ ) be a solution of Lu = 0 in Rn+1
+ . The following

holds

(i) If Ñ2(u) ∈ L2(Rn), then u is a good D solution (see Definition 5.2.52).
(ii) If Ñ2(∇u) ∈ L2(Rn) then either u is a goodN/R solution (see Definition 5.2.53)

if L1 6= 0, or there exists a constant c ∈ C such that u− c is a goodN/R solution
if L1 = 0.
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Proof. As will be seen from the proof, (i) will follow the same outline as (ii), and is a bit
easier. We first prove that

sup
t>0
‖∇u(·, t)‖L2(Rn) . ‖Ñ2(∇u)‖L2(Rn).

Fix t > 0 and let ψ : R → R be a nonnegative Lipschitz cutoff function such that
ψ(t) = 1, ψ(3t/4) = 0, and |ψ′(s)| ≤ 4/t for each s ∈ R. We make the computation

‖∇u(·, t)‖22 =

∫
Rn
|∇u(·, t)|2ψ(t)

=

∫
Rn
|∇u(·, t)|2ψ(t)−

∫
Rn
|∇u(·, 3t/4)|2ψ(3t/4)

=

∫
Rn

∫ t

3t/4
∂s

[
|∇u(x, s)|2ψ(s)

]
ds dx

≤
∫
Rn

∫ t

3t/4

[
2|∇u(x, s)||∇∂su(x, s)|ψ(s) + |∇u(x, s)|2|ψ′(s)|

]
ds dx

≤ 2

∫
Rn
−
∫ t

3t/4
|∇u(x, s)|2 ds dx +

t2

16

∫
Rn
−
∫ t

3t/4
|∇∂su(x, s)|2 ds dx =: I + II,

where in the third equality we used the fundamental theorem of calculus and in the last
line we used the Cauchy inequality with ε > 0. We now use Fubini’s theorem to see that

I = 2

∫
Rn
−
∫
|y−x0|<t

−
∫ t

3t/4
|∇u(y, s)|2 ds dx0 dy

≤ 8

∫
Rn
−−
∫∫
|x0 − y| < t

|s− t| < t/2

|∇u(y, s)|2 ds dy dx0

≤ 8

∫
Rn

sup
(x,τ)∈γ(x0)

(
−−
∫∫
|x− y| < τ

|s− τ | < τ/2

|∇u(y, s)|2 ds dy
)
dx0 = 8‖Ñ2(∇u)‖22.

It remains to control II; for this we will use the Caccioppoli inequality as follows:

II ≤ t2

16

∫
Rn
−
∫
|y−x0|<t/2

−
∫ t

3t/4
|∇∂su(y, s)|2 ds dx0 dy .∫

Rn
−
∫
|x0−y|<t

−
∫ 5t/4

t/2
|∂su(x, s)|2 ds dy dx0,
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and thus it is clear that we may handle II as above. We have obtained that

‖∇u(·, t)‖2 . ‖Ñ2(∇u)‖2, for each t > 0.

Taking supremum over t > 0 yields the desired result.

We now improve this to

lim
t→∞
‖∇u(·, t)‖L2(Rn) = 0,

where ∇ = (∇‖, ∂t) is the full gradient in n+ 1 variables. This follows from the above
estimate on slices: Notice that the proof actually gives that

‖∇u(·, t)‖L2(Rn) . ‖Ñ
(t)
2 (∇u)‖L2(Rn),

where we use the truncated non-tangential maximal function (see Definition 5.2.5) on the
right hand side.

We claim now that Ñ (t)
2 (∇u)(x) → 0 for every x ∈ Rn as t → ∞. To see this,

assume to the contrary that

lim sup
t→∞

Ñ (t)
2 (∇u)(x) > η > 0,

for some x ∈ Rn. This means there exists a sequence tk → ∞ and points xk with
|x− xk| < t such that

−−
∫∫
Cxk,tk

|∇u(y, s)|2 dyds > η2.

By the definition of the non-tangential maximal function we then have

Ñ2(∇u)(z)2 ≥−−
∫∫
Cxk,tk

|∇u(y, s)|2 dyds > η2,

for every z ∈ Rn such that |z − xk| < tk. Integrating over this set gives

‖Ñ2(∇u)‖2L2(Rn) ≥
∫
|z−xk|<tk

Ñ2(∇u)(z)2 dz ≥ cnη2tnk .

Since tk →∞, this contradicts our assumption that Ñ2(∇u) ∈ L2(Rn).
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The claim now proved, and since Ñ (t)
2 (∇u) ≤ Ñ2(∇u) by definition, the dominated

convergence theorem gives

‖∇u(·, t)‖L2(Rn) . ‖Ñ
(t)
2 (∇u)‖L2(Rn) → 0,

as t→∞.

Appealing to Caccioppoli’s inequality and the above, together with Proposition 4.6.14,
we see that u ∈ S2

+ when L1 6= 0. If L1 = 0, we proceed as follows: First, by
the sup on slices estimate above and Caccioppoli’s inequality on slices we see that
∂tu(·, t) ∈W 1,2(Rn) for every t > 0; in particular∫ t

s
∂τu(·, τ) dτ ∈W 1,2(Rn) ⊂ Y 1,2(Rn), ∀0 < s < t <∞.

On the other hand, again by the sup on slices and Lemma 4.2.1, we have that for every
t > 0 there exists a constant ct ∈ C such that u(·, t)− ct ∈ Y 1,2(Rn). Therefore, by the
fundamental theorem of calculus, for any 0 < s < t <∞,∫ t

s
∂τu(·, τ) dτ − (ct − cs) = u(·, t)− ct − [u(·, s)− cs] ∈ Y 1,2(Rn).

We conclude ct = cs = c as desired, and so u− c ∈ S2
+.

Finally we show that ∂tuτ := ∂tu(·, · + τ) ∈ Y 1,2(Rn+1
+ ) for every τ > 0. For this

we simply compute, decomposingRn into cubes inDs and using Caccioppoli’s inequality
on slices together with Fubini’s Theorem∫∫

Rn+1
+

|∇∂tu(y, s+ τ)|2 dyds =

∫ ∞
τ

∫
Rn
|∇∂tu(y, s)|2 dyds

. sup
t>0
‖∇u(·, t)‖L2(Rn)

∫ ∞
τ

ds

s2
<∞.

For (i) we run the same argument with u in place of∇u.
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5.3 Two General Extrapolation Results

In this section we prove two extrapolation theorems for conical and vertical square func-
tions. The takeaway from these considerations seems to be that conical square functions
have good estimates in the range (r,∞) in the presence of Lr−L2 off-diagonal estimates
plus anL2 square function bound. The vertical square function on the other hand requires
(for our argument) that the operator satisfies a reverse Hölder inequality (and in fact,
in this case we see that the vertical square function is controlled by the conical on an
interval around p = 2; this should be compared with Proposition 5.2.4 which is optimal
for general functions F , see [AHM12, Proposition 2.1 (c)]).

Lemma 5.3.1 (Extrapolation for Conical Square Functions). Suppose Tt is an operator
satisfying, for q = 2 and some r < 2, the off-diagonal estimates7 in Definition 5.2.38 with
γ > 1/r. (Notice this allows us to define Tt1 as an element ofL2

loc.) SetRt := Tt−Tt1·Pt
for a given approximate identityPt with compactly supported kernel of the formPt = P̃tP̃t

for another approximate identity P̃t. Finally assume that for every f ∈ L2(Rn)

‖S(Ttf)‖L2(Rn) . ‖f‖L2(Rn),

and
‖RtQ2

sf‖L2(Rn) .
(s
t

)β
‖Qsf‖L2(Rn), s ≤ t (5.3.2)

for some (and therefore any) CLP family Qs (see Definition 4.2.26) and some β > 0.

Then
‖S(Ttf)‖L2(ν) . ‖f‖L2(ν), ∀ν ∈ A2/r. (5.3.3)

In particular

‖S(Ttf)‖Lp(Rn) . ‖f‖Lp(Rn), ∀p ∈ (r,∞).

The above lemma can be thought of as a Calderón-Zygmund-type theorem. In this
case the off-diagonal decay plays the role of the usual size condition while the quasi-
orthogonality estimate for Rt plays the role of Hölder continuity of the kernel.

Note also that the case t ≤ s in the quasi-orthogonality estimate (5.3.2) is a conse-

7In fact we will only need the first and second estimates in Definition 5.2.38 for Tt, in the range |t| ≈ `(Q)
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quence of the off-diagonal decay of Rt and [AAA+11, Lemma 3.5]. Therefore, with the
off-diagonal decay of Rt as a background assumption, (5.3.2) is equivalent to

‖RtQ2
sf‖L2(Rn) . min

( t
s
,
s

t

)β
‖Qsf‖L2(Rn).

Proof. Let f ∈ C∞c (Rn)

We begin by writing

Ttf(x) = Rtf(x) + [Tt1(x)] · Ptf(x), (5.3.4)

where Rt and Pt are as in the hypotheses. To handle the first term we use interpolation
with change of measure (see the proof of Theorem 5.2.23) to reduce the weighted estimate
of S(Rt) to the pair of estimates∥∥∥(−∫

|x−y|<t
|RtQ2

sf(y)|2 dy
)1/2∥∥∥

L2(Rn)
. min

(s
t
,
t

s

)β
‖Qsf‖L2(Rn), (5.3.5)

for some β > 0, and∥∥∥(−∫
|x−y|<t

|RtQ2
sf(y)|2 dy

)1/2∥∥∥
L2(ν)

.[ν]A2/r
‖Qsf‖L2(ν), (5.3.6)

for r as in the statement of the lemma.

The unweighted quasi-orthogonality estimate (5.3.5) follows from Fubini’s Theorem
and the good off-diagonal decay.

The uniform weighted estimate follows from Proposition 5.2.39 and the fact that
|Qsh(x)| .Mh(x) andM is bounded on L2(ν) (because A2/r ⊂ A2). This shows the
desired weighted estimate, and so by interpolation with change of measure,∥∥∥(−∫

|x−y|<t
|RtQ2

sf(y)|2 dy
)1/2∥∥∥

L2(ν)
. min

(s
t
,
t

s

)β
‖Qsf‖L2(ν),

(for a possibly smaller β than the one for (5.3.5)). The estimate

‖S(Rtf)‖L2(ν) . ‖f‖L2(ν)
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now follows from a standard quasi-orthogonality argument, once one realizes that if

R̃th(x) :=
(
−
∫
|x−y|<t

|Rth(y)|2 dy
)1/2

,

then S(Rt) = V(R̃t).

Now it remains to establish the square function bound for Tt1(x) · Pt. For this we
first claim that the measure

dµ(x, t) :=
(
−
∫
|x−y|<t

|Tt1(y)|2 dy
)
dν(x)

dxdt

t
,

is a ν-Carleson measure, i.e. for every cube Q

µ(RQ) . ν(Q), RQ := Q× (0, `(Q)).

Assuming the claim we would have, by a weighted version of Carleson’s lemma
(Lemma 5.2.28), and using the fact that Pt = P̃tP̃t implies |Ptf(y)| . P̃t(Mf)(x)

whenever |x− y| < t,∫
Rn

∫∫
γ(x)
|(Tt1(y))|2|Ptf(y)|2 dydt

tn+1
ν(x)dx .

∫
Rn

∫ ∞
0
|P̃t(Mf)(x)|2 dµ(x, t)

.
∫
Rn
N (P̃t(Mf))(x)2 ν(x)dx

.
∫
Rn
M(Mf)(x)2 ν(x)dx

.
∫
Rn
|f(x)|2 ν(x)dx,

where we used the fact thatM : L2(ν) → L2(ν) since r > 1. This accounts for the
contribution of the second term in (5.3.4), using Theorem 5.2.23.

To prove the claim we invoke a version of the John-Nirenberg lemma for Carleson
measures (see Lemma 5.2.16) and the reverse Hölder inequality for A2/r weights (see
Proposition 5.2.19) in the following way: For a fixed cube Q ⊂ Rn, using Hölder’s
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inequality

µ(RQ) =

∫
Q

∫ `(Q)

0
−
∫
|x−y|<t<`(Q)

|Tt1(y)|2 dydt
t

ν(x)dx

=

∫
Q

(∫∫
|x−y|<t<`(Q)

|Tt1(y)|2 dydt
tn+1

)
ν(x) dx

=:

∫
Q
A2
Q(x) ν(x)dx

≤
(∫

Q
A

2(1+δ1)
Q dx

)1/(1+δ1)(∫
Q
ν1+δ2 dx

)1/(1+δ2)
,

where δ1 = 1/δ2 and 1+δ2 is the exponent corresponding to the reverse Hölder inequality
for ν so that

µ(RQ) .
(∫

Q
A

2(1+δ1)
Q dx

)1/(1+δ1)
|Q|−1+1/(1+δ2)ν(Q)

. |Q|1/(1+δ2)|Q|−1+1/(1+δ1)ν(Q)

= ν(Q),

where we used the John-Nirenberg Lemma for local square functions (see Lemma 5.2.16)
in the second to last line.

We should remark here that the implicit constant depends on δ1 and the constant in the
reverse Hölder inequality for ν, but these in turn depend only on [ν]A2/r

(see for instance
[Ste93b]).

This finishes the proof of the weighted estimate (5.3.3). The unweighted result now
follows from Corollary 5.2.22.

We now proceed to the extrapolation result for vertical square functions. The idea
will be the same: reduce matters to a weighted L2 estimate, however notice that we used
crucially the properties of cones in both the weighted estimates for Rt and the Carleson
measure estimate for Tt in Lemma 5.3.1. In order to handle this issue we will transform
V(Tt) into S(T̃t) for an appropriate T̃ involving the weight; this makes the analysis more
involved than in Lemma 5.3.1.

Lemma 5.3.7 (A General Extrapolation Result for Vertical Square Functions). Let Tt be
an operator satisfying, for some r < 2 < q and δ ∈ (0, 1), the Lr − Lq off-diagonal
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estimates in Definition 5.2.38 for some γ > −1/n+ 2/r + log2(Cδ)/n (here Cδ is as in
(7) of Proposition 5.2.19). We will also require that, for every cube Q ⊂ Rn(

−−
∫∫
I(Q)
|Ttf(x)|q dxdt

)1/q
.
(
−−
∫∫
I(Q∗)

|Stf(x)|2 dxdt
)1/2

, (5.3.8)

where as usual I(Q) = Q× (`(Q)/2, `(Q)) and St is an operator satisfying

‖S(St)‖L2(Rn)→L2(Rn) <∞.

We refer to (5.3.8) as the reverse Hölder assumption.

The assumption on γ allows us to define Tt1 as an element of L2
loc and we set

Rtf(x) := [Tt − Tt1(x) · Pt](f)(x),

for some approximate identity Pt with compactly supported kernel. If Rt satisfies the
quasi-orthogonality estimate

‖RtQ2
sf‖L2(Rn) .

(s
t

)β
‖f‖L2(Rn), s < t,

for all f ∈ L2(Rn) and some β > 0; and if Tt satisfies the L2 square function estimate

‖V(Ttf)‖L2(Rn) . ‖f‖L2(Rn).

Then if ν ∈ RHM ∩A1 forM > max(2r/(r − 2), (q/2)′) and [ν]A1 ≤ Cδ,

‖V(Ttf)‖L2(ν) . ‖f‖L2(ν).

In particular, for any p ∈ (2− δ/M, 2 + δ/M) it holds

‖V(Ttf)‖Lp(Rn) . ‖f‖Lp(Rn).

If Tt = 0, i.e. Tt = Rt, then we can dispense of the reverse Hölder assumption.

Proof. We first note that, by Proposition 5.2.4, in the range p < 2 we have

‖V(Ttf)‖Lp(Rn) . ‖S(Ttf)‖Lp(Rn),
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and for r < p < 2, by Lemma 5.3.1 (recall that vertical and conical square functions
coincide on L2) and Corollary 5.2.22, we have

‖S(Ttf)‖Lp(Rn) . ‖f‖Lp(Rn).

Therefore, it is enough to consider the case p > 2.

We now proceed to write our vertical square function into a conical square function
by introducing an average adapted to ν. For this purpose we set, for x ∈ Rn and t > 0

fixed,
νx,t := −

∫
|x−y|<t

ν(y) dy.

We now write, using Fubini’s theorem∫
Rn
|V(Ttf)(x)|2 ν(x)dx =

∫
Rn

∫ ∞
0
|Ttf(x)|2 dt

t
ν(x)dx

=

∫
Rn

∫ ∞
0
−
∫
|x−y|<t

ν(y)

νx,t
|Ttf(x)|2 dy dt

tn+1
ν(x)dx

=

∫
Rn

∫∫
|x−y|<t

ν(x)

νx,t
|Ttf(x)|2 dxdt

tn+1
ν(y)dy

=:

∫
Rn

∫∫
|x−y|<t

|T̃tf(x)|2 dxdt
tn+1

ν(y)dy

= ‖S(T̃tf)‖L2(ν).

We are now in a position to try and mimic the proof of Lemma 5.3.1. Unfortunately
the process is quite a bit more involved and, rather than proving a full weighted estimate,
we will use the specific form of our weight ν. To simplify notation we introduce the
operators:

R̃tf(x) =

√
ν(x)

νx,t
Rt,

where Rt is as in the statement of the Lemma. With this in hand we write

T̃tf(x) = R̃tf(x) + T̃t1(x) · Ptf(x).

As was done in the case of the conical square function, to handle the second term it
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is enough to show the ν-Carleson measure estimate (see Lemma 5.2.28)

µ(RQ) . ν(Q),

for every cube Q ⊂ Rn, where RQ := Q× (0, `(Q)) and the measure µ is defined as

dµ(x, t) :=
(
−
∫
|x−y|<t

|T̃t1(y)|2 dx
)
ν(x)

dxdt

t
.

For this we first reduce matters to an unweighted estimate via the John-Nirenberg
lemma for local square functions (see Lemma 5.2.16) as follows: Notice that, for any
q̄ > 1,

µ(RQ) =

∫
Q

(∫∫
|x−y|<t<`(Q)

|T̃t1(x)|2 dxdt
tn+1

)
ν(y) dy

=:

∫
Q
A2
Q(y) ν(y) dy

≤
(∫

Q
A2q̄
Q dy

)1/q̄(∫
Q
ν(y)q̄

′
dy
)1/q̄′

.[ν]RHq̄′

(∫
Q
A2q̄
Q

)1/q̄
|Q|−1/q̄

∫
Q
ν(y) dy

=
(
−
∫
Q
A2q̄
Q dy

)1/q̄
ν(Q),

where as before the quantity [ν]RHq̄′ is admissible if sayM > q̄′(see Proposition 5.2.19).
Therefore it is enough to show that(

−
∫
Q
A2q̄
Q dy

)1/q̄
. 1.

By the John-Nirenberg lemma for local square functions (see Lemma 5.2.16), it is enough
to show

−
∫
Q
A2
Q dy . 1.

Using Fubini’s theorem, we see that this last estimate is equivalent to the unweighted
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Carleson measure estimate∫ `(Q∗)

0

∫
Q∗
|T̃t1(x)|2 dxdt

t
. |Q∗|, (5.3.9)

where as beforeQ∗ = cnQ is a dilate ofQ. Since the above has to hold for every cube, we
write Q in place of Q∗ in what follows. Moreover, since the quantity ν/νx,t is invariant
under scalar multiplication of ν by a positive constant, for a fixed cubeQ we may assume
that ν(Q)/|Q| = 1.

First we use a stopping time argument to deal with νx,t: For a fixed constant A−1 <

1/4, to be selected later, we let {Qj}j∈N be the collection of maximal dyadic sub-cubes
of Q with respect to the conditions

−
∫
Qj

ν(x) dx > A, or −
∫
Qj

ν(x) dx < A−1.

We say j ∈ I1 if the first condition holds, and j ∈ I2 if the second does.

By the first condition we have

∑
j∈I1

|Qj | <
∑
j∈I1

A−1

∫
Qj

ν(x) dx ≤ A−1

∫
Q
ν(x) dx = A−1|Q|,

by our condition ν(Q)/|Q| = 1. On the other hand if j ∈ I2∫
Qj

ν(x) dx < A−1|Qj |, and
∫
Q∗j

ν(x) dx ≥ A−1|Q∗j |,

where Q∗j is the dyadic parent of Qj . Therefore∑
j∈I2

ν(Qj) ≤
∑
j∈I2

A−1|Qj | ≤ A−1|Q| = A−1ν(Q).

By the A∞ property of ν we can choose A, depending only on the A1 characteristic of ν,
small enough such that the above inequality implies∣∣∣ ∪j∈I2 Qj∣∣∣ < 1

2
|Q|.

Combining this with the corresponding estimate for I1, and using the fact that the cubes
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Qj are pairwise disjoint, ∑
j≥0

|Qj | < B|Q|,

for B = 1/2 + A−1 < 1. By the John-Nirenberg lemma for Carleson measures (see
Lemma 5.2.14), the above implies that it is enough to show the estimate∫∫

EQ

ν(x)

νx,t
|Tt1(x)|2 dxdxdt

t
≤ C0|Q|, (5.3.10)

where we define the sawtooth region

EQ := RQ\
(
∪j≥0 RQj

)
.

To handle (5.3.10) we first claim the following:

νx,t & 1, ∀(x, t) ∈ EQ, (5.3.11)

with implicit constants depending only on the doubling constant of ν. To see this fix
(x, t) ∈ EQ and consider first the case x /∈ ∪j≥0Qj so that

A−1 ≤ −
∫
Q′
ν(y) dy ≤ A,

for any dyadic subcube Q′ ∈ D(Q) containing x. In particular, choosing Q′t ∈ Dt(Q)

with this property, and using the doubling property of ν we see

A−1 ≤ −
∫
Q′t

ν(y) dy ≈ −
∫
|x−y|<t

ν(y) dy = νx,t.

On the other hand if x ∈ Qj for some j ≥ 0 we proceed as follows: If t > 4`(Qj), it
means that, if as beforeQ′t ∈ Dt(Q) is the unique dyadic subcube ofQ containing x, then
Q′t is not in the collection {Qj}j so by definition

A−1 ≤ −
∫
Q′t

ν(y) dy ≤ A,

and we conclude as before since this average is comparable, by doubling of ν, to νx,t. If
`(Qj) ≤ t ≤ 4`(Qj) (the first inequality owing to the definition ofEQ) then by definition
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the dyadic parent Q̃j of Qj satisfies

A−1 ≤ −
∫
Q̃j

ν(y) dy ≤ A,

so that, again by doubling of ν, the claim follows.

We conclude, using (5.3.10) and (5.3.11), that it is enough to establish (recall ν(Q) =

|Q|) ∫∫
EQ

|Tt1(x)|2ν(x)
dxdt

t
≤ C0|Q|. (5.3.12)

To show this we first fix ψ = ψQ ∈ C∞c (4Q) with the property that ψ ≡ 1 in 2Q and
0 ≤ ψ ≤ 1, so that∫∫

EQ

|Tt1(x)|2ν(x)
dxdt

t
.
∫∫
EQ

|Ttψ(x)|2ν(x)
dxdt

t

+

∫∫
EQ

|Tt(1− ψ)(x)|2ν(x)
dxdt

t

=: II + III.

We first handle III: Using Hölder’s inequality, with q/2 > 1 as in the hypotheses, we
recall that we have chosenM > (q/2)′ so that ν ∈ RH(q/2)′ (see Proposition 5.2.19),

III ≤
∫ `(Q)

0

∫
Q
|Tt(1− ψ)|2ν(x)

dxdt

t

≤
∫ `(Q)

0

(∫
Q
ν(q/2)′(x) dx

)1/(q/2)′(∫
Q
|Tt(1− ψ)|q dx

)2/q dt

t

.
∫ `(Q)

0
|Q|2/qν(Q)

(∫
Q
|Tt(1− ψ)|q dx

)2/q dt

t

=

∫ `(Q)

0
|Q|1−2/q

(∫
Q
|Tt(1− ψ)|q dx

)2/q dt

t
,

where we used the normalization ν(Q)/|Q| = 1 in the last line. Now, since Tt satisfies
L2 − Lq off-diagonal estimates (see Definition 5.2.38), using as usual Rj = Rj(Q) =

2j+1Q\2jQ for j ≥ 1 and recalling that 1− ψ ≡ 1 outside of 4Q,
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(∫
Q
|Tt(1− ψ)|q dx

)1/q
≤
∑
j≥1

(∫
Q
|Tt[(1− ψ)1Rj ]|q dx

)1/q

≤
∑
j≥1

2−njγ1

( t

(2j`(Q))

)nγ2

`(Q)n(1/q−1/2)
(∫

Rj

|1− ψ|2 dx
)1/2

.
∑
j≥1

2−njγ
( t

`(Q)

)nγ2

`(Q)n(1/q−1/2)|Rj |1/2

.
∑
j≥1

2−nj(γ−1/2)
( t

`(Q)

)nγ2

|Q|1/q

.
( t

`(Q)

)nγ2

|Q|1/q

since γ > 1/2. Plugging this into the estimate for III above we see, since γ2 > 0,

III .
∫ `(Q)

0
|Q|
( t

`(Q)

)2nγ2 dt

t
. |Q|.

This is the desired estimate for III .

To handle II we first define, for Q′ ∈ D(Q),

I(Q′) := {(x, t) ∈ RQ : x ∈ Q′, `(Q′)/2 < t ≤ `(Q′)},

the Whitney region in Rn+1
+ associated to Q′. We see that

II =
∑

Q′∈D(Q)
Q′∩Qj=∅, ∀j

∫∫
I(Q′)

|Ttψ(x)|2ν(x)
dxdt

t

We now use Hölder’s Inequality with q > 2 so that the Lq reverse Hölder inequality for
Tt holds, again noting that we have chosenM large enough to guarantee ν ∈ RH(q/2)′ ,
to conclude

II ≤
∑

Q′∈D(Q)
Q′ 6⊂Qj , ∀j

(∫∫
I(Q′)

|Ttψ|q
dxdt

t

)2/q(∫∫
I(Q′)

ν(q/2)′ dxdt

t

)1/(q/2)′

.
∑

Q′∈D(Q)
Q′ 6⊂Qj , ∀j

|Q′|1/(q/2)′
(∫∫

I(Q′)
|Ttψ|q

dxdt

t

)2/q
,
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where we used that for Q′ satisfying Q′ 6⊂ Qj for all j (i.e. for Q′ not contained in any
of the Qj) we have, by construction of the Qj ,

−
∫
Q′
ν(x) dx ≈ 1.

We now use reverse Hölder assumption on Tt to obtain(
−−
∫∫
I(Q′)

|Ttψ|q
dxdt

t

)2/q
.−−
∫∫
I([Q′]∗)

|Stψ|2
dxdt

t
,

Therefore, using this in the estimate for II ,

II .
∑

Q′∈D(Q)
Q′ 6⊂Qj ,∀j

|Q′|1/p′ |Q′|1/p−−
∫∫
I([Q′]∗)

|Stψ|2 dxdt

.
∑

Q′∈D(Q)
Q′ 6⊂Qj ,∀j

∫∫
I([Q′]∗)

|Stψ|2
dxdt

t

.
∫∫
RQ∗
|Stψ|2

dxdt

t
.

We conclude from the fact that Tt satisfies an L2(Rn) square function estimate and
‖ψ‖L2(Rn) . |Q|1/2 by construction.

Combining the estimates for II and III , (5.3.12) follows and thus, by our previous
reductions, we have shown

‖S(Tt1 · Ptf)‖L2(ν) . ‖f‖L2(ν).

It remains to handle the contribution of R̃t. Notice that so far, we’ve only required
that ν ∈ A2/r and γ > 1/r. The extra assumptions will be needed in order to handle R̃t.

Again as in the proof of Lemma 5.3.1 we will appeal to interpolation with change
of measure (see Theorem 5.2.23). For this it is enough to prove the following pair of
estimates:∥∥∥(−∫

|x−y|<t
|R̃tQ2

sf(y)|2 dy
)1/2∥∥∥

L2(Rn)
.[νM ]A1

min
( t
s
,
s

t

)β
‖Qsf‖L2(Rn), (5.3.13)

327



valid for some (and therefore all) Littlewood-Paley family (Qs)s and some β > 0; and∥∥∥(−∫
|x−y|<t

|R̃tQ2
sf(y)|2 dy

)1/2∥∥∥
L2(ν)

.[νM ]A1
‖Qsf‖L2(ν). (5.3.14)

We remark that in the first quasi-orthogonality estimate (5.3.13), even though the estimate
itself is unweighted, R̃t still has a dependence on ν.

The uniform L2(ν) estimate is handled the same way it was done for the conical;
setting h := Q2

sf we see

(∫
Rn
−
∫
|x−y|<t

|R̃th(y)|2 dyν(x)dx
)1/2

.
( ∑
Q∈Dt

∫
Q

∫
|x−y|<t

|R̃th(y)|2 dy ν(x)dx
)1/2

.
( ∑
Q∈Dt

−
∫
Q∗

∫
Q

ν(y)

νy,t
|Rth(y)|2 dy ν(x)dx

)1/2
.

By Hölder’s Inequality with exponent q/2 > 1 andM > (2/q)′, we see∫
Q

ν(y)

νy,t
|Rth(y)|2 dy ν(x)dx ≤

(∫
Q

∣∣∣ν(y)

νy,t

∣∣∣(q/2)′

dy
)1/(q/2)′(∫

Q
|Rth(y)|q dy

)2/q

.[νM ]A1
|Q|1−2/q

(∫
Q
|Rth(y)|q dy

)2/q
.

Plugging this into the first estimate, we can now proceed as in the conical case (see Lemma
5.3.1), exploiting the Lr − Lq off-diagonal decay in place of the Lr − L2.

For the quasi-orthogonality estimate we proceed as follows: For this we will exploit
the off-diagonal decay that R̃t inherits fromRt. More explicitly we have, for fixed t, s > 0
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using Fubini’s Theorem and duality∫
Rn
−
∫
|x−y|<t

|R̃tQ2
sf(x)|2 dx dy =

∫
Rn
−
∫
|x−y|<t

ν(x)

νx,t
|RtQ2

sf(x)|2 dx dy

=

∫
Rn

ν(x)

νx,t
|RtQ2

sf(x)|2 dx

=

∫
Rn

ν(x)

νx,t
RtQ2

sf(x) ·RtQ2
sf(x) dx dy

=

∫
Rn
R∗t

(ν(x)

νx,t
RtQ2

sf
)

(x) · Q2
sf(x) dx

≤ ‖R∗t ((ν(x)/νx,tRtQ
2
sf)‖L2(Rn)‖Q2

sf‖L2(Rn),

where R∗t is the adjoint of Rt, for fixed t > 0, in L2(Rn). Since ‖Q2
sf‖L2(Rn) .

‖Qsf‖L2(Rn), we have reduced matters to showing∫
Rn

∣∣∣R∗t(ν(x)

νx,t
RtQ2

sf
)

(x)
∣∣∣2 dx . min

(s
t
,
t

s

)α ∫
Rn
|Qsf(x)|2 dx, (5.3.15)

for some α > 0. To save space we denote by I the left-hand-side of this last inequality.
Recall that we denote by Dt the collection of dyadic cubes of scale 2−k where t/2 <

2−k ≤ t. We compute, denoting by Q∗ = cnQ for any cube Q ⊂ Rn where cn is a
dimensional constant,

I1/2 =
( ∑
Q∈Dt

∫
Q

∣∣∣R∗t(ν(x)

νx,t
RtQsf

)∣∣∣2 dx)1/2

=
( ∑
Q∈Dt

∫
Q
−
∫
|x−y|<t

∣∣∣R∗t(ν(x)

νx,t
RtQsf

)∣∣∣2 dy dx)1/2

.
( ∑
Q∈Dt

−
∫
Q∗

∫
Q

∣∣∣R∗t(ν(x)

νx,t
RtQsf

)∣∣∣2 dx dy)1/2

.
∑
j≥0

( ∑
Q∈Dt

−
∫
Q∗

∫
Q

∣∣∣R∗t(1Rj(Q)
ν(x)

νx,t
RtQsf

)∣∣∣2 dx dy)1/2
,

(5.3.16)

where we define R0(Q) := 2Q and for j ≥ 1, Rj(Q) := 2j+1Q\2jQ and we used the
triangle inequality in the last line, together with the L2(Rn)-boundedness ofR∗t . We now
use the off-diagonal decay for R∗t to write,
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∫
Q

∣∣∣R∗t(1Rj(Q)
ν(x)

νx,t
RtQsf

)∣∣∣2 dx
≤ 2−njγ |Q|1−2/r ×

(∫
Rj(Q)

∣∣∣ν(x)

νx,t
RtQ2

sf(x)
∣∣∣r dx)2/r

≈ 2−nj(γ−2/r)|Q|
(
−
∫
Rj(Q)

∣∣∣ν(x)

νx,t
RtQ2

sf(x)
∣∣∣r dx)2/r

≤ 2−nj(γ−2/r)|Q|
(
−
∫
Rj(Q)

|RtQ2
sf(x)|2 dx

)
×
(
−
∫
Rj(Q)

∣∣∣ν(x)

νx,t

∣∣∣r̃ dx)2/r̃
,

where r̃−1 = 1/r − 1/2 by Hölder’s inequality. Plugging this estimate into (5.3.16), we
see that

I1/2 .
∑
j≥0

( ∑
Q∈Dt

−
∫
Q∗
C2
j |Q|

(
−
∫
Rj(Q)

|RtQ2
sf(x)|2 dx

)(
−
∫
Rj(Q)

∣∣∣ν(x)

νx,t

∣∣∣r̃ dx)2/r̃
dy
)1/2

,

(5.3.17)
where we have defined Cj := 2−nj(γ−2/r). Since M > r̃, so that ν ∈ RHr̃ (see
Proposition 5.2.19). Moreover, using the doubling property of ν and denoting Cdoub to
be the doubling constant, we have

νx,t ≥ 2jC−jdoubνx,2jt ≈ C
−j
doub2

jν(Q′j), (5.3.18)

where Q′ is any cube with `(Q′j) ≈ 2jt containing x. Therefore decomposing Rj(Q)

into N = N(n) cubes Q′ of sidelenght 2jt we compute

(
−
∫
Rj(Q)

∣∣∣ν(x)

νx,t

∣∣∣r̃ dx)1/r̃
.
(∑

Q′

−
∫
Q′

∣∣∣ν(x)

νx,t

∣∣∣r̃ dx)1/r̃

.[νM ]A2

(∑
Q′

(
−
∫
Q′

ν(x)

νx,t
dx
)r̃)1/r̃

. Cjdoub2
−j
(∑

Q′

(ν(Q′)|Q′|
ν(Q′)|Q′|

)r̃)1/r̃

. Cjdoub2
−j ,

where we used (5.3.18) in the second to last line. In what follows, we absorb this constant
into Cj , now writing C̃j := 2−nj(γ+1/n−2/r−log2(Cdoub)/n).

Plugging this into the estimate for I , appearing in (5.3.17), and using Fubini’s Theo-
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rem,

I1/2 .
∑
j≥0

( ∑
Q∈Dt

−
∫
Q∗
C̃2
j |Q|−

∫
Rj(Q)

|RtQ2
sf(x)|2 dx dy

)1/2

≈
∑
j≥0

( ∑
Q∈Dt

∫
Q∗
C̃2
j−
∫
|x−y|<2k+1t

|RtQ2
sf(x)|2 dx dy

)1/2

≈
∑
j≥0

(
C̃2
j

∫
Rn
−
∫
|x−y|<2(k+1)t

|RtQ2
sf(x)|2 dx dy

)1/2

.
(∫

Rn
|RtQ2

sf(x)|2 dx
)1/2(∑

j≥0

C̃2
j

)1/2

.
(∫

Rn
|RtQ2

sf(x)|2 dx
)1/2

,

where in the last step we used that Cdoub .n [ν]A1 ≤ Cδ. This gives the desired estimate
(5.3.15), since we have good quasi-orthogonality estimates for this object (see the proof
of Theorem 5.4.4).

This concludes the proof.

Remark 5.3.19. As seen from the proof above, we can weaken the Reverse Hölder condi-
tion on Θt,m to

(
−−
∫∫
I(Q)
|Ttf(x)|q̄ dxdt

)1/q̄
.
(
−−
∫∫
I(Q∗)

|Stf(x)|q̄ dxdt
)1/q̄

,

for every r ≤ q̄ ≤ q, and where the operator St satisfies ‖S(Stf)‖L2(Rn) . ‖f‖L2(Rn),
and a reverse Hölder inequality (what one should keep in mind here is that, in our
intended application, where Tt = tm∂mt ∇SLt , we do not have a reverse Hölder inequality
for gradients of solutions, but we do have them for solutions, say St = tm−1∂mt SLt ).

5.4 Extrapolation of Square Function Estimates

In this section, we obtain certain weighted and Lp estimates for operators of the form
tm∂mt ∇(SLt ∇), for an m ∈ N large. The main ingredients for these estimates are the
Lr−Lq off-diagonal diagonal decay for our operators (see Propositions 5.2.43 and 5.2.46)
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for r < 2 < q, used implicitly through the extrapolation results of the previous sections.

At this stage we also mention the work [Pri19], where the vertical and conical square
functions for objects associated to the heat and Poisson semigroups of L (without lower
order terms) are considered. We remark that our objects are a bit more technically involved
to handle, in part due to the mild off-diagonal decay that they enjoy. Nevertheless, the
basic idea of extrapolation and control of the vertical square function by a conical is the
same.

In order to simplify the statement of our results, we make the following definition to
condense the assumption that L satisfies the basic square function, Caccioppoli estimates
and their consequences.

Definition 5.4.1 (Hypothesis A). We say that L satisfies hypothesis A if the following
conditions holds.

1. L has the form
L = −div(A∇+B1) +B2 · ∇,

for some t−independentBi ∈ Ln(Rn;Cn+1) and a complex, t-independent matrix
A verifying the uniform ellipticity condition (1.1.4).

2. With ρ̃1 > 0 as in Theorem 5.1.1, we have

max{‖B1‖Ln(Rn), ‖B2‖Ln(Rn)} < ρ̃1.

We will say that a quantity depends on ellipticity if it depends only on CA and ρ̃1.

We summarize the main results, as far as applications to later sections are involved,
of this section in the following (see also Theorem 5.4.15 for bounds on the Double Layer)

Theorem 5.4.2. Suppose that L satisfies Hypothesis A (see Definition 5.4.1). There exist
ε0 > 0,m0 ∈ N, and ρ0 > 0 depending on dimension and ellipticity, such that if Θt,m is
one of the following operators

tm∂m−1
t ∇(SLt ∇), tm∂m−1

t ∇(SLt Bi), tm∂m−1
t Bi(SLt ∇), i = 1, 2,

and if the coefficients of L = −div(A∇+B1) +B2 · ∇ satisfy

max{‖B1‖Ln(Rn), ‖B2‖Ln(Rn)} < ρ0,
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then for everym ≥ m0 and p ∈ (2− ε0, 2 + ε0) we have the estimates

‖S(Θt,mf)‖Lp(Rn) + ‖V(Θt,mf)‖Lp(Rn) .p ‖f‖Lp(Rn).

For quick referencing, we mention that the proof of this Theorem is contained in the
following results below:

• The conical estimates for tm∂m−1
t ∇(SLt ∇) are obtained in Theorem 5.4.12, while

the vertical ones in Theorem 5.4.13.
• The estimates for tm∂m−1

t ∇(SLt B) are contained in Corollary 5.4.14.
• The results for tm∂m−1

t B(SLt ∇) are obtained in Lemma 5.4.7. There the results
are obtained for the operator with the gradient replaced by a t derivative. A careful
inspection of the proof though shows that, as long as we have good estimates for
the operator tm∂m−1

t ∇(SLt ∇), the same argument applies.
• Estimates for the Double Layer are obtained in Theorem 5.4.15.

5.4.1 Estimates for∇SLt

In this subsection we prove the relevant estimates for operators of the form tm∂mt ∇SLt .
These will follow immediately from the extrapolation results from the previous section;
together with the off-diagonal estimates obtained Propositions 5.2.43 and 5.2.46.

Remark 5.4.3. We would like to be able to apply Lemmas 5.3.1 and 5.3.7 to Θt,m =

tm∂mt (SLt ∇‖) to handle the Double Layer; it is not a simple matter however to obtain the
necessary quasi-orthogonality condition in those (one reason is that in the regime s < t

we need to “add" derivatives to Θt,m, while taking them away from Qs; however adding
derivatives to Θt,m is tricky since we already have a∇‖ in front. We will have to use the
equation to circumvent this issue). We will treat this operator separately.

Theorem 5.4.4. Suppose L satisfies Hypothesis A (see Definition 5.4.1). Let Θt,m =

tm∂mt ∇SLt , then there exists ε1 > 0 andm1 ∈ N, depending on dimension and ellipticity,
such that ifm ≥ m1 and 2− ε1 < p <∞ then

‖S(Θt,mf)‖Lp(Rn) .p,m ‖f‖Lp(Rn).

Proof. This follows immediately from Lemma 5.3.1. More precisely, the off-diagonal
decay is contained in Proposition 5.2.43, while the quasi-orthogonality estimate (5.3.2)
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for Rt is obtained in the proof of the L2 square function bound for Θt,m (see Theorem
4.5.1) we sketch it here for completeness. Fix 0 < s < t and we chooseQs = s div‖ Q̃s,
so that

Θt,mQsh(x) = tm∂mt ∇SLt (s div‖ Q̃sh)(x) =
s

t
tm+1∂mt ∇(SLt ∇‖)(Q̃sh),

and we appeal to Lemma 4.6.2, which shows that the operator tm+1∂mt ∇(SLt ∇‖) is
uniformly bounded in L2(Rn), moreover so is Q̃s. This takes care of the contribution of
Θt,m to Rt. To handle the other term we further choose Pt = P̃tP̃t for an approximate
identity P̃t and note that |Θt,m1(x)|P̃t is uniformly bounded in L2(Rn) while P̃tQs
satisfies good quasi-orthogonality estimates when s < t. Finally, the L2 square function
bound is obtained in Theorem 4.5.1 and Lemma 4.5.2.

We now turn to the appropriate vertical square function bounds.

Theorem 5.4.5 (Lp Bounds for Vertical Square Function). SupposeL satisfies Hypothesis
A (see Definition 5.4.1). Let Θt,m := tm∂mt ∇SLt . There exists ε2 > 0 and m2 ∈ N,
depending on dimension and ellipticity, such that if p ∈ (2 − ε2, 2 + ε2) and m ≥ m2

then
‖V(Θt,mf)‖Lp(Rn) . ‖f‖Lp(Rn).

Proof. We use Remark 5.3.19, with Tt = tm∂mt ∇SLt and St = tm−1∂mt SLt . Then the
square function bound for Tt follow from Theorem 4.5.1 and Lemma 4.5.2, while the
square function bound St follows from Theorem 4.5.1. The comparability of T and S,
as in Remark 5.3.19, follows from Caccioppoli’s inequality (Proposition 4.3.9), and the
Reverse Hölder inequality for St is contained in Proposition 5.2.41, recalling that Stf(x)

is a solution of Lu = 0 in Rn+1
+ (see for instance Proposition 4.3.16) The necessary

off-diagonal decay for both S and T is in Proposition 5.2.43, choosing m large enough.
The conclusion now follows from Lemma 5.3.7.

While the extrapolation result in Lemma 5.3.7 is interesting on its own, it turns out
that in our context, exploiting Caccioppoli’s inequality, it is easy to get a much stronger
bound (in fact the moral of the proof seems to be that, if Tt enjoys a reverse Hölder
inequality on slices, then we can always control the vertical square function by the conical
in an interval around p = 2). We state this in the following
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Theorem 5.4.6 (Weighted Bounds for Vertical Square Function). Suppose L satisfies
Hypothesis A (see Definition 5.4.1). Let Θt,m := tm∂mt ∇SLt . There exist m′2 ∈ N and
M2 ≥ 1, depending on dimension and ellipticity, such that for everym ≥ m′2,M ≥M2

and every ν ∈ A2 with the property νM ∈ A2 it holds

‖V(Θt,m)‖L2(ν) ≈ ‖S(Θ̃t,mf)‖L2(ν) .[νM ]A2
‖f‖L2(ν),

where we define

Θ̃t,mf(x) :=

√
ν(x)

−
∫
|x−y|<t ν(y)dy

Θt,mf(x) =

√
ν(x)

νx,t
Θt,mf(x).

Proof. We note, from the beginning of the proof of Lemma 5.3.7, the comparability

‖V(Θt,mf)(x)‖L2(ν) ≈ ‖S(Θ̃t,mf)‖L2(ν),

holds for any weight 0 < ν ∈ L1
loc(Rn). Therefore it remains to estimate the conical

square function associated to Θ̃t,m. First writing

‖S(Θ̃t,mf)‖2L2(ν) =

∫
Rn

∫ ∞
0
−
∫
|x−y|<t

ν(y)

νy,t
|Θt,mf(y)|2 dydt

t
ν(x)dx,

and using, by Hölder’s and Caccioppoli’s Inequalities,

−
∫
|x−y|<t

ν(y)

νy,t
|Θt,mf(y)|2 dy

≤
(
−
∫
|x−y|<t

∣∣∣ν(y)

νy,t

∣∣∣q′ dy)1/q′(
−
∫
|x−y|<t

|Θt,mf(y)|2q dy
)1/q

.[νM ]A2

(
−
∫
|x−y|<t

|Θt,mf(y)|2q dy
)1/q

.
(
−
∫ 3t/2

t/2
−
∫
|x−y|<2t

|θs,m−1f(y)|2q dyds
)1/q

where we have defined θs,m−1 := tm−1∂mt SLt , and chosen q ∈ (1, 2) such that our
operators satisfy a 2q Caccioppoli Inequality on slices (see Lemma 4.3.20) and then
chosenM > q′. Now since θs,m−1 satisfies a Reverse Hölder Inequality (see Proposition
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5.2.41) we see that

(
−
∫ 3t/2

t/2
−
∫
|x−y|<2t

|θs,m−1f(y)|2q dyds
)1/q

. −
∫ 7t/4

t/4
−
∫
|x−y|<3t

|θs,m−1f(y)|2 dyds

. −
∫ 7t/4

t/4
−
∫
|x−y|<4s

|θs,m−1f(y)|2 dyds.

The desired result follows now fromFubini’s theorem and the fact that conical square func-
tions with different cone appertures are comparable (see the comments after Definition
5.2.2).

In what follows we will need square function estimates for the operators tm∂mt BSLt ,
where B ∈ Ln(Rn) is independent of the transversal variable. The L2 case follows from
the bounds for tm∂mt ∇SLt and Sobolev’s inequality, the case p 6= 2 requires a bit of an
argument both in the case of the vertical and conical square functions.

Lemma 5.4.7. Suppose L satisfies Hypothesis A (see Definition 5.4.1). For a function
B ∈ Ln(Rn), independent of the t variable andm ∈ N consider the operators

ΘB
t,mf(x) := tm∂mt BSLt f(x), Θt,mf(x) := tm∂mt ∇‖SLt f(x).

For every 1 < p < n and f ∈ C∞c (Rn) it holds

‖V(ΘB
t,mf)‖Lp(Rn) . ‖V(Θt,mf)‖Lp(Rn).

Moreover, if
θt,mf := tm∂m+1

t SLt f,

then for any 1 < p <∞

‖S(ΘB
t,mf)‖Lp(Rn) . ‖S(Θt,mf)‖Lp(Rn) + ‖S(θt,m−1f)‖Lp(Rn)

. ‖S(θt,m−1f)‖Lp(Rn).

Proof. We begin with the bound for the conical versions. First note that the second
inequality follows from the fact that conical square functions, in our setting, always
“travel up" by the L2 Caccioppoli inequality. To handle the first inequality we note that
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for fixed x ∈ Rn and t > 0 we have, by Hölder’s and Poincaré-Sobolev Inequalities,

(
−
∫
|x−y|<t

|ΘB
t,mf(y)|2 dy

)1/2
.
‖B‖Ln(Rn)

t

(
−
∫
|x−y|<t

|tm∂mt SLt f(y)|2∗ dy
)1/2∗

. ‖B‖Ln(Rn)

[(
−
∫
|x−y|<t

|Θt,mf(y)|2 dy
)1/2

+ |(θt,m−1f)x,t|
]
,

where (θt,m−1f)x,t denotes the average of θt,m−1f on the n-ball |x− y| < t. The result
now follows from Jensen’s inequality and the definition of S .

The vertical square function is a bit more involved. The idea is to write

ΘB
t,mf(x) = BI1R∇‖tm∂mt SLt f(x) = BI1RΘt,mf(x),

where I1 is the fractional integral of order 1 and R is a vector valued Riesz Transform
(note that the above makes sense in L2(Rn) owing to the slices estimates of Theorem
4.1.2 and the mapping properties of I1 and R). Therefore, by Hölder’s Inequality

‖V(ΘB
t,mf)‖Lp(Rn) ≤ ‖B‖Ln(Rn)‖V(I1RΘt,mf)‖Lp∗ (Rn),

where 1/p∗ = 1/p− 1/n is the Sobolev exponent in dimension n.

The desired result follows from the following estimate: Let F : Rn+1
+ → C, then for

every 1 < p < n

‖V(I1RF )‖Lp∗ (Rn) . ‖V(F )‖Lp(Rn).

To show this first note that for every 1 < p <∞ we have

‖V(RF )‖Lp(Rn) . ‖V(F )‖Lp(Rn),

This is a consequence of the weighted estimate∫
Rn

∫ ∞
0
|RF (x, t)|2 dt

t
ν(x)dx .

∫
Rn

∫ ∞
0
|F (x, t)|2 dt

t
ν(x)dx, ν ∈ A2,

and the extrapolation theorem forApweights (see Theorem 5.2.20). Therefore it is enough
to prove the estimate for I1 alone. For this we will need an off-diagonal extrapolation
result (see [CMP11, Theorem 3.23]) to reduce matters to proving
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(∫
Rn

∫ ∞
0
|I1F (x, t)|2 dt

t
ν2(x)dx

)1/2

.
(∫

Rn

(∫ ∞
0
|I1F (x, t)|2 dt

t

)2∗/2
ν(x)2∗dx

)1/2∗
,

where 1/2∗ = 1/2+1/n, and the above holds for every ν ∈ A2∗,2 (see Definition 5.2.30).
To prove the above inequality we appeal to Theorem 5.2.31 to obtain, for a weight ν as
above,

‖I1g‖L2(ν2) . ‖g‖L2∗ (ν2∗ ).

Therefore

(∫
Rn

∫ ∞
0
|I1F (x, t)|2 dt

t
ν2(x)dx

)1/2

.
(∫ ∞

0

(∫
Rn
|F (x, t)|2∗ ν(x)2∗dx

)2/2∗ dt

t

)1/2
.

The desired bound now follows from Minkowski’s inequality (in L2/2∗).

Remark 5.4.8. More generally, the proof above gives weighted inequalities and, in fact,
shows the following: Weighted bounds T : L2(ν)→ L2(ν) imply that ‖V(TF )‖L2(ν) .

‖V(F )‖L2(ν). The same is true for the conical square function if T in addition has good
local estimates, we refer to [AP17].

5.4.2 Estimates for (SLt ∇)

We will need the analogue of Lemma 5.4.7 for the dual (in L2(Rn)) operator.

Lemma 5.4.9. Suppose L satisfies Hypothesis A (see Definition 5.4.1). Let B ∈
Ln(Rn;Cn) and set Θt,m := tm∂mt (SLt ∇‖) and ΘB

t,m := tm∂mt SLt B. then for any
weight ν ∈ A2 we have

‖S(ΘB
t,mf)‖L2(ν) .[ν]A2

‖B‖Ln(Rn)‖S(Θt,m)‖L2(ν)→L2(ν)‖f‖L2(ν).

In fact the constant can be shown to be at most a dimensional constant times [ν]1+α
A2

for
some α < 1 (see for instance [Pet08] and [LMPT10])

Proof. We begin by writing, for f ∈ C∞c (Rn;Cn), B · f = div‖ I1I1∇‖(B · f) =
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div‖ I1R(B · f), where I1 is the fractional integral of order 1. Therefore

ΘB
t,mf = Θt,m(I1R(B · f)),

and so
‖S(ΘB

t,mf)‖L2(ν) . ‖S(Θt,m)‖L2(ν)→L2(ν)‖RI1(B · f)‖L2(ν).

Since R : L2(ν) → L2(ν) by the Coifman-Fefferman maximal inequality (see Proposi-
tion 5.2.19), the result follows from Proposition 5.2.32.

Theorem 5.4.10 (Square Function bounds for (SLt ∇)). Suppose L satisfies Hypothesis
A (see Definition 5.4.1). Let Θt,m := tm∂mt (SLt ∇) and Θ

‖
t,m := tm∂mt (SLt ∇‖) and

δ ∈ (0, 1). Then there existM > 0, m3 ∈ N (depending only on dimension, ellipticity,
and form3 also δ) such that for everym ≥ m3 and if νM ∈ A2 is such that [νM ]A2 ≤ Cδ
(with Cδ as in 7 of Proposition 5.2.19) then

‖S(Θ
‖
t,mf)‖L2(ν) .Cδ,m ‖f‖L2(ν),

provided8 ‖B2‖‖Ln(Rn) ≤ ρ3, for some ρ3 depending only on dimension, ellipticity of
L‖9 and Cδ.

In particular, for p ∈ (2− 1/2M, 2 + 1/2M), it holds

‖S(Θt,mf)‖Lp(Rn) . ‖f‖Lp(Rn).

Proof. We will follow the same outline as in the proof the corresponding unweighted
L2 bound for this object (see Lemma 4.5.26, which in turn is based on the method in
[HMM15b]).

Throughout we will fix Qs a CLP family (see Definition 4.2.26) with smooth com-
pactly supported kernel, and set

Pt := −
∫ ∞
t
Q2
s

ds

s
.

By the Hodge decomposition and the weighted estimates in Theorem 5.2.49, we see

8This is one of the few places we may require additional smallness in addition to that imposed in Chapter
4, prior to discussing existence and uniqueness for boundary value problems.

9More specifically on the constants appearing in Theorem 5.2.49.
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that it is enough to show

‖S(Θt,mA‖∇‖F )‖L2(ν) .[νM ]A2
‖∇‖F‖L2(ν).

We start by writing, via the Coifman-Meyer technique [CM86],

Θ
‖
t,mA‖∇‖F (x)

= (Θ
‖
t,m(A‖∇‖F )(x)− [Θ

‖
t,mA‖(x)] · Pt∇‖F (x)) + [Θ

‖
t,mA‖(x)] · Pt∇‖F (x)

=: Rt(∇‖F )(x) + [Θ
‖
t,mA‖(x)] · Pt∇‖F (x).

Since these objects already satisfy good (unweighted) L2 estimates, the difficulties
now shift to the “error" term Rt; indeed, using the weighted version of Carleson’s lemma
(see Lemma 5.2.28) to handle the second term it is enough to show that

µ(RQ) . ν(Q), ∀Q ⊂ Rn, (5.4.11)

where we have defined the measure µ as (recall that we are trying to control a conical
square function)

dµ(x, t) :=
(
−
∫
|x−y|<t

|Θ‖t,mA‖(y)|2 dy
)ν(x)dxdt

t
.

To obtain (5.4.11), owing to the off-diagonal decay of Θ
‖
t,m in Proposition 5.2.43 and

the fact that dµ is a Carelson measure when ν = 1 by Lemma 4.5.26, we can mimic
the argument used in the proof of the extrapolation theorem for conical square functions
(Theorem 5.3.1) involving the John-Nirenberg lemma for local square functions (Lemma
5.2.16); we omit the details.

It now remains to show that Rt has good square function bounds. This is the main
part of the proof; we will follow almost verbatim the proof of Lemma 4.5.26, replacing
weighted bounds where appropriate.

We start by rewriting Rt in the following way:

Rt = Θ
‖
t,mA‖ − [Θ

‖
t,mA‖]Pt

=
(

Θ
‖
t,mA‖Pt − [Θ

‖
t,mA‖]Pt

)
+ Θ

‖
t,mA‖(I − Pt) =: R

[1]
t +R

[2]
t .
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Since Θ
‖
t,m has good off-diagonal decay by Proposition 5.2.43 (see also [AAA+11,

Lemma 3.3]), so does Rt and satisfies the quasi orthogonality estimate (5.3.2), thanks
to the presence of the Pt term. We can then apply the extrapolation lemma for conical
square functions (Lemma 5.3.1) to conclude that

‖S(R
[1]
t ∇‖F )‖L2(ν) . ‖∇‖F‖L2(ν), ν ∈ A2/r,

for some 1 < r < 2.

For the term R
[2]
t we’ll use the equation in the form of the identities on slices (see

Proposition 4.3.19). For notational convenience, we will denote Zt := (1−Pt), and also

~b := (An+1,1, . . . , An+1,n), ~a := (A1,n+1, . . . , An+1,n+1).

We write

R
[2]
t (∇‖F ) = Θ

‖
t,mA‖Zt∇‖F = Θ

‖
t,mA‖∇‖ZtF

= ∂tΘt,m~aZtF − θt,m(~b∇ZtF ) + Θt,mB1ZtF

− tθt,m−1(B2‖∇‖ZtF ) + θt,m(B2⊥ZtF )

=: J1 + J2 + J3 + J4 + J5,

where as usual we have defined

θt,m := tm∂m+1
t SLt .

To handle J1 we note that, owing to the Lr − L2 off-diagonal decay of Θt,m (Propo-
sition 5.2.43) and the average weighted estimates on slices of Proposition 5.2.39, we see
that

‖S(J1)‖2L2(ν) =

∫ ∞
0

∫
Rn
−
∫
|x−y|<t

|Θt,m+1~at
−1ZtF (y)|2 dyν(x)dx

dt

t

.[ν]A2/r

∫ ∞
0

∫
Rn
|~at−1ZtF (x)|2 ν(x)dx

dt

t

. ‖∇‖F‖L2(ν),

where we have used Proposition 5.2.33 to handle the square function associated to Zt in
the last line.
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J2 we rewrite as follows:

J2 = θt,m(~b · ∇‖F ) +
(
θt,m(~b · Pt∇‖F )− [θt,m~b] · Pt∇‖F

)
+ [θt,m~b] · Pt∇‖F

=: J2,1 + J2,2 + J2,3.

Again appealing to the John-Nirenberg lemma for local square functions (Lemma 5.2.16,
see also the proof of Lemma 5.3.1) we see that the contribution of J2,3 is under control by
the weighted version of Carleson’s lemma (Lemma 5.2.28). The term J2,2 we can handle
the same way we did R[1]

t ; we omit the details. Finally, by Theorem 5.4.6, we have good
weighted conical square function bounds for θt,m and ~b ∈ L∞(Rn), so the contribution
of J2,1 is also under control.

For J3 we appeal to Proposition 5.2.47, which, for s < t, gives the bound (for
I1g = F ) ∥∥∥(−∫

|x−y|<t
|Θt,mB1I1Q2

sg(y)|2 dy
)1/2∥∥∥

L2(ν)
.
(s
t

)β
‖Qsg‖L2(ν).

Therefore

‖S(J3)‖L2(ν) =

∫ ∞
0

∫
Rn
−
∫
|x−y|<t

|Θt,mB1(1− Pt)F (y)|2 dy ν(x)dx
dt

t

=

∫ ∞
0

∫
Rn
−
∫
|x−y<t

∣∣∣Θt,mB1I1

∫ t

0
Q2
sg(y)

ds

s

∣∣∣2 dy ν(x)dx
dt

t

.β

∫ ∞
0

∫
Rn
−
∫
|x−y|<t

∫ t

0

( t
s

)β/2
|Θt,mB1I1Q2

sg(y)|2 ds
s
dy ν(x)dx

dt

t

.
∫ ∞

0

∫ ∞
s

(s
t

)β/2
‖Qsg‖2L2(ν)

st

t

ds

s

. ‖V(Qsg)‖L2(ν)

. ‖g‖L2(ν),

where we invoked Theorem 5.2.23 in the last line. To conclude we note that I1g = F and
soRg = ∇‖F , whereR is the vector-valued Riesz transform (with symbol ξ/|ξ|) and we
know ‖Rg‖L2(ν) ≈ ‖g‖L2(ν) for every ν ∈ A2; the desired bound follows from this since
A2/r ⊂ A2.
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To handle J4 we write it as

J4 = −tθt,m−1B2‖∇‖F + tθt,m−1B2‖∇‖PtF =: J4,1 + J4,2.

For J4,1 we appeal to Lemma 5.4.9 to bound

‖S(J4,1)‖L2(ν) .[ν]A2
‖B2‖‖Ln(Rn)‖∇‖F‖L2(ν)‖Θ

‖
t,m‖L2(ν)→L2(ν).

Therefore, if ‖B2‖Ln(Rn) is small enough we may hide this term on the left hand side.

We rewrite J4,2 in the following way:

J4,2 =
(
tθt,m−1(B2‖ · Pt∇‖F )− [tθt,m−1B2‖] · Pt∇‖F

)
+ [tθt,m−1B2‖] · Pt∇‖F

=: R
[3]
t + [tθt,m−1B2‖] · Pt∇‖F.

R
[3]
t may be handled the same way as R[1]

t , using Proposition 5.2.46 to obtain the right
Lr − L2 off-diagonal estimates. It remains to show, by an application of the weighted
version of Carelson’s lemma, a ν-Carleson measure estimate for

dµ(x, t) :=
(
−
∫
|x−y|<t

|tm∂mt SLt B2‖(y)|2 dy
)
ν(x)

dxdt

t
.

This follows, once again, by an application of the John-Nirenberg lemma for local square
functions (Lemma 5.2.16, see also the proof of Lemma 5.3.1)10.

Finally, to handle J5, we appeal again to the Lr − L2 off-diagonal estimates of
tm+1∂m+1

t SLt B2⊥ (Proposition 5.2.46) and Proposition 5.2.39 (which give that the term
tm+1∂m+1

t SLt B2⊥ satisfies good averaged weighted bounds on slices) to conclude

‖S(J5)‖L2(ν) .
∫ ∞

0

∫
Rn

∣∣∣Zt
t
F
∣∣∣2 ν(x)

dt

t
.

We conclude by the square function estimates of Proposition 5.2.33, the same as we did
for J1.

10Notice that, since we already have good unweighted L2 square function estimates for Θt,m, the John-
Nirenberg lemma gives us that this object is under control; as opposed to the unweighted case, where we
were forced to hide this term.
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Combining all the above, we see that we have shown:

‖S(Θ
‖
t,m)‖L2(ν)→L2(ν) .[νM ]A2

1 + ‖B2‖‖Ln(Rn)‖S(Θ
‖
t,m)‖L2(ν)→L2(ν),

this gives the desired bound if the left hand side is finite and ‖B‖Ln(Rn) is small enough.
To achieve the former we may work with the truncated square functions given by

Sη(Θ‖t,mf)(x) :=

∫ 1/η

η
−
∫
|x−y|<t

|Θ‖t,mf(y)|2 dydt
t
,

which satisfy ‖Sη(Θ‖t,m)‖L2(ν)→L2(ν) <∞, owing to the estimates on slices of Proposi-
tion 5.2.39. Fix now Cδ as in the assumptions, i.e. [νM ] ≤ Cδ, then our estimates read
(see also Theorem 5.2.49)

‖S(Θ
‖
t,m)‖L2(ν)→L2(ν) .C0 1 + ‖B2‖‖Ln(Rn)‖S(Θ

‖
t,m)‖L2(ν)→L2(ν).

Thus, choosing ‖B2‖‖Ln(Rn) < ρ = ρ(Cδ) we can hide the second term on the right hand
side and conclude the result.

The Lp bounds are a consequence of this and Corollary 5.2.27 if we choose δ = 1/2,
where recall C1/2 is defined as in 7 of Proposition 5.2.19.

Theorem 5.4.12. Suppose L satisfies Hypothesis A (see Definition 5.4.1). Let Θt,m :=

tm∂m−1
t ∇(SLt ∇) and δ ∈ (0, 1). There exist m4 ∈ N and M > 0 (depending only on

dimension and ellipticity, and form4 also on δ) such that ifm ≥ m4 and ν ∈ A2 is such
that [νM ]A2 ≤ Cδ, then

‖S(Θt,mf)‖L2(ν) .[νM ]A2
‖f‖L2(ν),

provided ‖B2‖‖Ln(Rn) < ρ4, for some ρ4 depending on dimension, ellipticity of L‖, and
Cδ only.

In particular there exists ε4 > 0 (depending on dimension and ellipticity) such that if
p ∈ (2− ε4, 2 + ε4) andm ≥ m4 then

‖S(Θt,mf)‖Lp(Rn) .p ‖f‖Lp(Rn).

Proof. Notice that it is enough to consider ∇‖ instead of ∇ in both instances; otherwise
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we are in the situation of Theorem 5.4.4 or Theorem 5.4.10. Therefore, without loss of
generality, Θt,m = tm∂m−1

t ∇‖(SLt ∇‖). In this case, for f ∈ C∞c (Rn;Cn) we can write

Θt,mf(x) = tm∂m−1
t ∇‖SLt (div‖ f)(x) =: tm∂m−1

t ∇‖SLt g(x).

By the Caccioppoli inequality on slices (Lemma 4.3.20) we see that, for fixed x ∈ Rn

and t > 0,∫ ∞
0
−
∫
|x−y|<t

|tm∂m−1
t ∇‖SLt f(y)|2 dydt

t

.
∫ ∞

0
−
∫ 5t/4

t/4
−
∫
|x−y|<2t

|tm−1∂m−1
t SLt g(y)|2 dydt

t

=

∫ ∞
0
−
∫ 5t/4

t/4
−
∫
|x−y|<2t

|sm−1∂m−1
s (SLs ∇‖)f(y)|2 dydsdt

t

.
∫ ∞

0
−
∫
|x−y|<2t

|sm−1∂m−1
s (SLs ∇‖)f(y)|2 dyds

s
.

The result now follows from Theorem 5.4.10 and the change of angle formula for square
functions (see the comments after Definition 5.2.2).

The following is theweighted version of Theorem5.4.2 for the vertical square function.

Theorem 5.4.13. Suppose L satisfies Hypothesis A (see Definition 5.4.1). Let Θt,m :=

tm∂m−1
t ∇(SLt ∇) and δ ∈ (0, 1). There exists m5 ∈ N and M > 0 (depending only

on dimension and ellipticity, and in the case of m5 also on δ) such that if m ≥ m5 and
ν ∈ A2 satisfies [νM ]A2 ≤ Cδ, then

‖V(Θt,mf)‖L2(ν) .C0 ‖f‖L2(ν),

provided ‖B2‖‖ < ρ5, for some ρ5 > 0 depending only on dimension, ellipticity of L‖,
and Cδ.

In particular there exists ε5 > 0 (depending on dimension and ellipticity) such that
for p ∈ (2− ε5, 2 + ε5)

‖V(Θt,mf)‖Lp(Rn) . ‖f‖Lp(Rn).

Proof. By Theorem 5.4.6 and the t-independence, it is enough to consider Θt,m :=
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tm∂m−1
t ∇(SLt ∇‖). Now the idea is to repeat the proof of the weighted bound for

V(tm∂mt ∇SLt g), with g = div‖ f , in Theorem 5.4.6, using now instead Theorem 5.4.12;
we omit the details.

The following Corollary will be useful when dealing with square functions involving
the double layer potential.

Corollary 5.4.14. Suppose L satisfies Hypothesis A (see Definition 5.4.1). Let ε0 > 0

and M0 > 0 be as in Theorem 5.4.2. Let ΘB
t,m := tm∂m−1

t ∇(SLt B) for some B ∈
Ln(Rn;Cn+1). Then for every f ∈ C∞c (Rn;Cn+1)

‖S(ΘB
t,mf)‖L2(ν), ‖V(ΘB

t,mf)‖L2(ν) .[νm]A2
‖f‖L2(ν).

Proof. Write B‖ · f‖ = div‖∇‖I1I1(B‖ · f‖) = div‖RI1(B‖ · f‖) = div‖ g‖. Notice
that, by the proof of Proposition 5.2.32, we know

‖g‖‖Lp(Rn) . ‖f‖‖Lp(Rn)

for every 1 < p <∞. On the other hand we can also writeB⊥f⊥ = div‖RI1(B⊥f⊥) =

div‖ g⊥ where
‖g⊥‖Lp(Rn) . ‖f⊥‖Lp(Rn).

Combining these two observations the result follows from either Theorem 5.4.12 for the
conical version or Theorem 5.4.13 for the vertical.

Recall that for ~N = −en+1 the exterior normal to ∂Rn+1
+ we have the following

representation formula for the double layer:

DLt f = (SLt ∇) ·A ~Nf + (SLt B2) · ~Nf,

for f ∈ C∞c (Rn). As an immediate consequence of this and the previous results we have

Theorem 5.4.15 (Square Function Bounds for DLt . Part 1). Suppose L satisfies Hypoth-
esis A (see Definition 5.4.1). Let ε0 > 0, m0 ∈ N, and ρ0 > 0 as in Theorem 5.4.2.
Suppose Θt,m = tm∂mt ∇DLt . Then form ≥ m0, p ∈ (2− ε0, 2 + ε0) and f ∈ C∞c (Rn)

‖S(Θt,mf)‖Lp(Rn), ‖V(Θt,mf)‖Lp(Rn) . ‖f‖Lp(Rn).
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5.5 Control on Slices

Theorem 5.5.1 (Estimates on Slices for ∇SLt ). Suppose L satisfies the hypotheses of
Theorem 5.4.2. If ε0 > 0 is as in Theorem 5.4.2 and p ∈ (2 − ε0, 2 + ε0), then for
f ∈ C∞c (Rn)

‖SLt f‖Lp∗ (Rn) + ‖∇SLt f‖Lp(Rn) .m,p ‖f‖Lp(Rn), t > 0.

Proof. The proof of this result is essentially contained in Theorem 4.1.2, using the Lp

square function estimates from the previous section instead. We omit the details.

As a consequence of this result we obtain the necessary boundedness on slices of our
operators.

Corollary 5.5.2. Suppose L satisfies the hypotheses of Theorem 5.4.2. If ε0 is as in
Theorem 5.4.2, then for everym ≥ 1, p ∈ (2− ε0, 2 + ε0) and f ∈ C∞c (Rn;Cn+1)

‖tm∂m−1
t (SLt ∇)·f‖Lp∗ (Rn)+‖t

m∂m−1
t ∇(SLt ∇)·f‖Lp(Rn) .m,p ‖f‖Lp(Rn), t > 0.

If either of the gradients is replaced by ∂t, then the above remains true form = 0.

Proof. It is enough to treat∇(SLt ∇‖) by the t-independence of the coefficients. The idea
is to write∇(SLt ∇‖f) = ∇SLt div‖ f and apply theLp Caccioppoli’s inequality on slices
(Lemma 4.3.20) once, and then use induction (recall that the off-diagonal decay already
gives uniformLp bounds form large enough). Details can be found in [AAA+11, Lemma
2.11].

Similarly we have the result for Bi in place of the gradient, the proof is a simple
application of Sobolev’s inequality for m = 0, Caccioppoli’s inequality on slices, and
duality.

Corollary 5.5.3. Suppose L satisfies the hypotheses of Theorem 5.4.2. If ε0 > 0 is
as in Theorem 5.4.2, m ≥ 0, and p ∈ (2 − ε0, 2 + ε0), then for f ∈ C∞c (Rn) and
g ∈ C∞c (Rn;Cn+1)

‖tm∂mt BiSLt f‖Lp(Rn) . ‖f‖Lp(Rn),
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and
‖tm∂mt (SLt Bi) · g‖Lp(Rn) . ‖g‖Lp(Rn).

The following result is really a Corollary of the above estimates; we state it on its own
for future reference.

Theorem 5.5.4 (Estimates on Slices for DL). Suppose L satisfies the hypotheses of
Theorem 5.4.2. If ε0 is as in Theorem 5.4.2, then form ≥ 0 and p ∈ (2− ε0, 2 + ε0) and
f ∈ C∞c (Rn),

‖tm∂mt DLt f‖Lp(Rn) . ‖f‖Lp(Rn), t > 0

Proof. Again by Caccioppoli’s inequality on slices it is enough to treat the casem = 0.

The result is an immediate consequence of the following representation formula for
the double layer given earlier: For f ∈ C∞c (Rn) we have

DLt f = (SLt ∇) · (A ~Nf) + (SLt B2) · ~Nf,

where ~N = −en+1 is the exterior normal to ∂Rn+1
+ .

The following result will be used in the proof of the non-tangential maximal function
estimate.

Lemma 5.5.5. Suppose that u ∈W 1,2
loc (Rn+1

+ ) is a solution of Lu = 0 in Rn+1
+ , given by

either u = SLt f or u = DLg for some f, g ∈ C∞c . For any positive Lipschitz function
ϕ : Rn → R with ‖∇ϕ‖L∞(Rn) ≤ 1, if we define the function

uϕ(x, t) := u(x, t+ ϕ(x)), (x, t) ∈ Rn+1
+ ,

then we have
sup
t>0
‖uϕ(·, t)‖Lp(Rn) . ‖V(t∇u)‖Lp(Rn),

for p ∈ (2−ε0, 2+ε0) as in Theorem 5.7.1 (one has to keep in mind here that the vertical
square function “travels down" as long as we have good estimates on slices).

Proof. We sketch the proof: The function uϕ solves an elliptic equation Lϕuϕ = 0 of
the same type as L, with the corresponding norms of the operator Lϕ controlled in terms
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of those for L and ‖∇ϕ‖L∞(Rn). Next, we apply Theorem 4.6.12 (or, more precisely, its
proof of the uniform Y 1,2(Rn) estimate).

5.6 Nontangential Maximal Function Estimates

Proposition 5.6.1. Let u ∈W 1,2
loc (Rn+1

+ ) be a solution of Lu = 0 in Rn+1
+ . For all q ≥ 1

and ε > 0 it holds11

Ñ (ε)
2 (∇u) .M(Ñq(∂tu)) +M(∇‖u(·, ε)) +M(u(·, ε)) · M2(B1),

with implicit constants depending on dimension, ellipticity and q. Here we recall that we
have defined, for any r > 0 and g ∈ Lrloc(Rn),

Mr(g) :=M(|g|r)1/r.

In particular, if 1 < p < n and u(·, ε) ∈ Y 1,p(Rn) for every ε > 0,

‖Ñ2(∇u)‖Lp(Rn) . ‖Ñ1(∂tu)‖Lp(Rn) + sup
ε>0
‖∇‖u(·, ε)‖Lp(Rn),

whenever the right hand side is finite.

Moreover for u we have the estimate

‖Ñ2(u)‖Lp(Rn) . ‖Ñ1(u)‖Lp(Rn),

for any p > 1.

Proof. The statement for u follows from the reverse Hölder inequality for solutions
(Proposition 5.2.41) and the comparability of Ñ defined with different parameters for
Cx,t.

Fix ε > 0 and set uε(x) = u(x, ε). Fix z ∈ Rn and (x, t) ∈ γ(z). Recall that we
defined the cylinders

Cx,t := {(y, s) ∈ Rn+1
+ : |x− y| < t/8, |t− s| < t/8},

11See Definition 5.2.5 for the truncated maximal function Ñ (ε)
2 .
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and we set, for F ∈ L2
loc(R

n+1
+ ),

Ñ2(F )(z) := sup
(x,t)∈γ(z)

a2(u)(x, t) := sup
(x,t)∈γ(z)

(
−−
∫∫
Cx,t
|F (w, τ)|2 dwdτ

)1/2
.

We denote by C∗x,t the concentric dilate 2Cx,t and a∗1 the corresponding L1 average built
with C∗x,t instead of Cx,t. By the reverse Hölder inequality in Proposition 5.2.41, for any
c ∈ C

a2(∇u)(x, t) .
1

t
a∗1(u− c)(x, t) + |c|a∗2(B1)(x, t) =: I + II.

If we choose
c := −

∫
∆x,t

uε dz,

then we immediately see, exploiting the t-independence of B1,

II ≤M(uε)(z) · a∗2(B1)(x, t) .M(uε)(z) · M2(B1)(z).

It remains to estimate I . For this purpose we compute

a∗1(u− c)(x, t) ≤ a∗1(u− uε)(x, t) + a∗1(uε − c)(x, t).

From the definition of c we see that

a∗1(uε − c)(x, t) =−−
∫∫
C∗x,t

∣∣∣uε(y)−−
∫

∆x,t

uε(w) dw
∣∣∣ dyds

. t−
∫

∆x,t

|∇‖uε(y)| dy

≤ tM(∇‖uε)(z),

where we used the Poincaré inequality in L1 for the second line.

On the other hand, by the fundamental theorem of calculus, and introducing an average
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in space we have

a∗1(u− uε)(x, t) =−−
∫∫
C∗x,t

∣∣∣u(y, s)− u(y, ε)
∣∣∣ dyds

≤−−
∫∫
C∗x,t

∫ s

ε
|∂τu(y, τ)| dτ dyds

≤−−
∫∫
C∗x,t

∫ s

0
|∂τu(y, τ)| dτ dyds

= −
∫
|t−s|<t/8

∫ s

0
−
∫
|x−y|<t/8

−
∫
|y−w|<τ/8

|∂τu(y, τ)| dwdy dτds

. −
∫
|t−s|<t/8

−
∫
|x−w|<t/2

∫ s

0
−
∫
|w−y|<τ/8

|∂τu(y, τ)| dydτ dwds.

Now we notice, for fixed s > 0,∫ s

0
−
∫
|w−y|<τ/8

|∂τu(y, τ)| dydτ .
∑
k≥0

2−ks−
∫ 2−ks

2−k−1s
−
∫
|w−y|<2−k−3s

|∂τu(y, τ)| dydτ

.
∑
k≥0

2−ksa∗1(∂τu)(y, 2−k−1/2s)

.
∑
k≥0

2−ksÑ1(∂τu)(y)

. sÑ1(∂τu)(y).

Plugging this estimate into the inequality preceding it we arrive at

a∗1(u− uε)(x, t) . −
∫
|t−s|<t/8

−
∫
|x−w|<t/2

sÑ1(∂τu)(y) dyds . tM(Ñ1(∂τu))(z),

where we used the fact that t ≈ s for the last inequality. We conclude

I .M(Ñ1(∂τu))(z),

which combined with the estimate for II yields the desired result in the case q = 1.

Lemma 5.6.2. Suppose L satisfies Hypothesis A (see Definition 5.4.1). Let u(x, t) =

∂tSLt f(x) for some f ∈ C∞c (Rn) or u(x, t) = DLt g for some g ∈ C∞c (Rn). There exists
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m6 ∈ N and ε6 > 0 such that ifm ≥ m6 and p ∈ (2− ε6, 2 + ε6) then for every q < p

‖Ñq(θt,mf)‖Lp,∞(Rn) . ‖S(Θt,m+1f)‖Lp(Rn) + ‖V(Θt,1f)‖Lp(Rn),

with implicit constants depending on p,m, n and ellipticity; and where we have defined,
in the case of u(x, t) = ∂tSLt f(x),

Θt,mf := tm∂mt ∇SLt f = tm∂m−1
t ∇u,

and
θt,mf := tm∂mt ∂tSLt f = tm∂mt u

and in the case of u(x, t) = DLt g

Θt,mf = tm∂m1
t ∇DL,+f

and
θt,mf = tm∂mt DL,+f.

Therefore the conclusion can be rewritten, in terms of u, as

‖Ñq(tm∂mt u)‖Lp,∞(Rn) . ‖S(tm+1∂mt ∇u)‖Lp(Rn) + ‖V(t∇u)‖Lp(Rn).

Proof. Form ≥ 0 let us define a modified version of the averages aq given by

aq,m(u)(x, t) :=
(
−−
∫∫
Cx,t
|tm∂ms u(y, s)|q dyds

)1/q
≈
(
−−
∫∫
Cx,t
|sm∂ms u(y, s)|q dyds

)1/q
.

In particular, for z ∈ Rn,

Ñq(θt,m)(z) ≈ sup
(x,t)∈γ(z)

aq,m(u)(x, t).

Writing for λ > 0,

|{z ∈ Rn : Ñq(θt,mf)(z) > λ}|

≤ |{z ∈ Rn : Ñq(θt,mf)(z) > λ, S(Θt,m+1f)(z) ≤ γλ}|
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+ |{z ∈ Rn : S(Θt,m+1f)(z) > γλ}|,

we see that it is enough to prove that, for γ > 0,

|Eλ,ε| := |{z ∈ Rn : Ñ ε
q (θt,mf)(z) > λ, S(Θt,m+1f)(z) ≤ γλ}|

. λ−p‖V(Θt,1f)‖Lp(Rn),

with constants uniform in ε and λ. Define the function ϕε as follows:

ϕε(x) := inf
{
t > ε : sup

(y,s)∈(x,t)+γ(0)
aq,m(u)(y, s) ≤ λ

}
.

Recall that we have, from the control on slices in Corollary 5.5.2, if p ∈ (2− ε0, 2 + ε0)

(here ε0 is as in Theorem 5.4.2 and Corollary 5.5.2)

sup
t>0
‖tm∂mt u(·, t)‖Lp(Rn) <∞, (5.6.3)

so in particular
aq,m(u)(y, s) . s−n/q sup

t>0
‖tm∂mt u‖Lp(Rn). (5.6.4)

We conclude from this
lim
s→∞

sup
y∈Rn

aq,m(u)(y, s) = 0,

and so ε ≤ ϕε(x) < ∞ for every x ∈ Rn. Moreover ϕε is a Lipschitz function with
constant 1, since it satisfies the appropriate uniform cone condition. We set

γϕε := {(x, t) ∈ Rn+1
+ : t = ϕε(x)},

the graph of ϕε. Finally recall that we denote (u)A the average of u over a set A ⊂ Rn+1
+

of finite measure.

We first claim that, for every z ∈ Eλ,ε and if we denote Zε := (z, ϕε(z)),

λ .Mγϕε (aq,m(u))(Zε),

for some implicit constant independent of λ and ε, and whereMγϕε denotes the maximal
function on γϕε with its natural surface measure, which we denote by σ.
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To see this fix z ∈ Eλ,ε and (x, t) ∈ Zε+γ(0) and note that, owing to (5.6.4) there ex-
istsR > 0 such that aq,m(u)(x, t) ≤ λ/2 if t > R. Moreover using that Ñ ε

q (θt,mf)(z) >

λ, so that ϕε(z) > ε, there exists (y, s) ∈ Zε + γ(0) satisfying aq,m(u)(x, t) > λ.
By continuity of aq,m in Rn+1

+ we conclude from the above that there exists a point
(x, t) ∈ Zε + γ(0) such that aq,m(u)(x, t) = λ, and (x, t) ∈ {aq,m(u) > λ}.

Note also that the above implies (x, t) ∈ γϕε , i.e. t = ϕε(x): For every δ > 0

there exists (y, s) ∈ B((x, t), δ) such that aq,m(y, s) > λ, and so, since B((x, t), δ) ⊂
(x, t −

√
2δ) + γ(0), we have ϕε(x) > t −

√
2δ. Since δ was arbitrary we conclude

ϕε(x) ≥ t. On the other hand, by the Lipschitz condition on ϕε it can’t happen that γϕε
intersects the interior of the cone Zε + γ(0), therefore ϕε(x) ≤ t. Notice that, in fact, the
above shows that (x, t) = (x, ϕε(x)) ∈ ∂(Zε + γ(0)).

Given such a point (x, t) = (x, ϕε(x)) := Xε, and for any (y, s) ∈ B(Xε, t/100) we
have, by the Poincaré-Sobolev inequality and writing vm(w, τ) := ∂mτ u(w, τ),

λ = aq,m(u)(x, t)

≤
(
−−
∫∫
Cx,t

t2m|vm − (vm)Cx,t |q dwdτ
)1/q

+ tm|(vm)Cx,t − (vm)Cy,s |+ tm|(vm)Cy,s |

.
(∫∫

Cx,t
|τm∇vm|2τ1−n dwdτ

)1/2
+ tm|(vm)Cy,s | . S(Θt,m+1f)(x) + tm|(vm)Cy,s |

≤ γλ+ tm|(vm)Cy,s | ≤ γλ+ aq,m(u)(y, s),

where we also used the fact that x ∈ Eλ,ε and that τ ≈ s ≈ t. Choosing γ < 1 small
enough above we can write

λ . aq,m(u)(y, s), ∀(y, s) ∈ B(Xε, t/100).

From here (5.6.4) follows easily: Integrating the above inequality on γϕε we have

λ . −
∫
B(Xε,t/100)∩γϕε

aq,m(u)(W ) dσ(W ) . −
∫
B(Xε,t)∩γϕε

aq,m(u)(W ) dσ(W ),

where we have used that σ(B) ≈ r(B) for any ball centered on γϕε . Moreover, since
Xε ∈ ∂(Zε + γ(0)) we have

|z − x| = |t− ϕε(z)| = t− ϕε(x) < t,
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and so we conclude Zε ∈ B(Xε, t) and (5.6.4) follows.

Since (5.6.4) holds for any z ∈ Eλ,ε we see that

|Eλ,ε| . |{W ∈ γϕε :Mγϕε (aq,m(u))(W )}| . λ−p
∫
γϕε

aq,m(u)p(W ) dσ(W ).

Therefore, it is enough to prove∫
γϕε

aq,m(u)p(W ) dσ(W ) . ‖V(t∇u)‖pLp(Rn). (5.6.5)

We make a further reduction as follows: Note that, by the Lq Caccioppoli’s inequality
appliedm times, for any (x, t) ∈ Rn+1

+

aq,m(u)(x, t) =
(
−−
∫∫
Cx,t
|tm∂mt u(y, s)|q dyds

)1/q

.
(
−−
∫∫
C∗x,t
|u(y, s)|q dyds

)1/q

≈ a∗q(u)(x, t).

Therefore the result would follow from∫
Rn
|a∗q(u)(x, ϕε(x))|p dy ≈

∫
γϕε

|a∗q(W )|p dσ(W ) . ‖V(t∇u)‖Lp(Rn).

To simplify notation in what follows we set

g(x) := a∗q(u)(x, ϕε(x)), ν(x) =M(g)(x)p−q.

We then have∫
Rn
|a∗q(u)(x, ϕε(x))|p dy =

∫
Rn
gp(x) dx ≤

∫
Rn
gq(x)ν(x) dx.

Note that

4

5
ϕε(y) ≤ ϕε(x) ≤ 4

3
ϕε(y), whenever |x− y| < ϕε(x)

4
,

owing to the fact ϕε is Lipschitz with constant one.
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We now go back to the definition of g and a∗q to compute,

∫
Rn
gq(x)ν(x) dx ≈

∫
Rn
−
∫
|x−y|<ϕε/4

−
∫ 5ϕε(x)/4

3ϕε(x)/4
|u(y, s)|q dsdy ν(x)dx

.
∫ 5/3

4/5

∫
Rn
−
∫
|x−y|<ϕε(x)/8

|u(y, τϕε(y))|q dy ν(x)dx dτ

.
∫ 5/3

4/5

∫
Rn
M
(
|u(·, τϕε(·))|q

)
(x) ν(x)dx dτ.

By Hölder’s Inequality with exponents p/q and p/(p− q) we see∫
Rn
M
(
|u(·, τϕε(·))|q

)
(x) ν(x)dx ≤ ‖Mq(u(·, τϕε(·)))‖qLp(Rn)‖ν‖Lp/(p−q)(Rn),

and, since q < p, by the boundedness ofMq in Lp

‖Mq(u(·, τϕε(·)))‖qLp(Rn) .
(∫

Rn
|u(x, τϕε(x))|p dx

)q/p
.

Similarly,

‖ν‖Lp/(p−q)(Rn) = ‖M(g)‖p−qLp(Rn) .
(∫

Rn
|g(x)|p dx

)(p−q)/p

Combining the above estimates, we obtain∫
Rn
gp(x) dx .

∫ 5/3

4/5

(∫
Rn
|u(x, τϕε(x))|p dx

)q/p(∫
Rn
gp(x) dx

)(p−q)/p
dτ.

Using Hölder’s inequality again (perhaps working with g(x)1g<M if necessary in order
to divide by ‖g‖Lp(Rn)) we arrive at∫

Rn
gp(x) dx .

∫ 5/3

4/5

∫
Rn
|u(x, τϕε(x))|p dxdτ.

We now note that τϕε is a Lipschitz function with constant τ . Therefore the function
v(x, t) = u(x, t + ϕε(x)) solves Lτϕεv = 0 in Rn+1

+ , where the operator Lτϕε is of the
same type as L and moreover its coefficients are controlled (in the appropriate norms) by
those of L. Therefore, by the control on slices by the vertical square function in Theorem
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5.5.1 (see also Lemma 5.5.5)∫
Rn
|u(x, τϕε(x))|p dx =

∫
Rn
|v(x, 0)|p dx .

∫
Rn

(∫ ∞
0
|t∇v(x, t)|2 dt

t

)p/2
dx

.
∫
Rn

(∫ ∞
τϕε(x)

|∇u(x, t)|2 tdt
)p/2

dx

≤ ‖V(t∇u)‖pLp(Rn).

This yields (5.6.5) and the result is proved.

Remark 5.6.6. Notice that in the above lemma, the only things required for its proof were:

1. θt,m satisfies good estimates on slices (as in (5.6.3)).
2. We already have, for all operators of the form L = −div(A∇ + B1) + B2 · ∇

(with sufficient smallness of the first order coefficients), the control on slices by the
vertical square function

‖u(·, t)‖Lp(Rn) . ‖V(t∇u)‖Lp(Rn).

The following result uses the fact, proved in the next section, thatV(tm∂m−1
t ∇(SLt ∇))

satisfies Lp bounds for allm ≥ 1.

Corollary 5.6.7 (Lp estimate for non-tangential maximal functions of layer potentials).
Suppose L satisfies the hypotheses of Theorem 5.4.2. If ε0 > 0 andm0 are as in Theorem
5.4.2, and if p ∈ (2− ε0, 2 + ε0) andm ≥ m0 ≥ 1 then

‖Ñ2(Θt,mf)‖Lp(Rn) . ‖f‖Lp(Rn),

where Θt,m is either tm∂mt ∇(SLt ∇) or tm∂m−1
t ∇DLt .

Proof. We treat only the single layer. The double layer argument is identical. Also, notice
by t independence it is enough to treat the operator with the inside gradient replaced by
∇‖.

First, from the pointwise inequality in Proposition 5.6.1 and the dominated con-
vergence theorem, we see that for any q ≥ 1 and p in the above range, and setting
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θt,m = tm∂mt (SLt ∇‖) = −tm∂mt SLt div‖

‖Ñ2(Θt,mf)‖Lp,∞(Rn) . ‖Ñq(θt,mf)‖Lp,∞(Rn) + sup
t>0
‖Θt,mf‖Lp(Rn).

In particular by the slices estimates in Corollary 5.5.2 and Theorem 5.5.4, and choosing
q as in the above Lemma,

‖Ñ2(Θt,mf)‖Lp,∞(Rn) . ‖S(Θt,mf)‖Lp(Rn) + ‖V(Θt,1f)‖Lp(Rn) . ‖f‖Lp(Rn),

where we have used Theorem 5.7.1 for the last step; ensuring that V(Θt,1f) is under
control. The result now follows from real interpolation.

5.7 Traveling Down

We first establish the vertical square function estimates, since there is little difficulty
there. The discrepancy between these so-called traveling down procedures for the vertical
and conical square functions should be contrasted with the situation in the extrapolation
arguments.

Theorem 5.7.1. Suppose L satisfies the hypotheses of Theorem 5.4.2. Let ε0 be as in
Theorem 5.4.2, then for p ∈ (2− ε0, 2 + ε0) and everym ≥ 1 it holds

‖V(Θt,mf)‖Lp(Rn) .m ‖f‖Lp(Rn),

where Θt,m is either tm∂m−1
t ∇(SLt ∇) or tm∂m−1

t ∇DLt .

Proof of Theorem 5.7.1. We employ the same idea as in the L2 case from [BHL+b];
integrating by parts in t to control the square function of Θt,m in terms of Θt,m+1 plus
terms that are bounded in Lp. Notice that form ≥ m0 large enough the desired bound is
a consequence of Theorem 5.4.2 and Lemma 5.4.9 for the case of the double layer.

We start by defining, for η > 0,∫
Rn

(∫ ∞
0
|Θt,mf(x)|2 dt

t

)p/2
dx = lim

η→0+

∫
Rn

(∫ 1/η

η
|Θt,mf(x)|2 dt

t

)p/2
dx =: Iη.

In particular, owing to the estimates on slices from Corollary 5.5.2, we see that Iη < ∞
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for all such η.

We now carry out the integration by parts

Iη =

∫
Rn

(∫ 1/η

η
t2m−1|∂mt ∇SLt div‖ f(x)|2 dt

)p/2
dx

≤
∫
Rn

(
|tm∂mt ∇SLt div‖ f(x)|2

∣∣∣1/η
t=η

)p/2
dx

+

∫
Rn

(∫ 1/η

η
|Θt,mf(x)||Θt,m+1f(x)|dt

t

)p/2
dx

≤ Cm‖f‖pLp(Rn) +

∫
Rn

(∫ 1/η

η
|Θt,mf(x)||Θt,m+1f(x)|dt

t

)p/2
dx,

where we used the estimates on slices in Corollary 5.5.2 for the single layer and Theorem
5.5.4 for the double layer for the last line. Finally we use Cauchy’s inequality with a
parameter to obtain

∫
Rn

(∫ 1/η

η
|Θt,mf(x)|2 dt

t

)p/2
dx

. ‖f‖pLp(Rn) +

∫
Rn

(∫ 1/η

η
|Θt,m+1f(x)|2 dt

t

)p/2
dx.

Letting η → 0 we can write

‖V(Θt,mf)‖Lp(Rn) . ‖f‖Lp(Rn) + ‖V(Θt,m+1f)‖Lp(Rn).

The result now follows by induction and Theorem 5.4.2.

We now turn to the much harder task of traveling down with the conical square
function. Here, although the idea is the same basic integration by parts technique,
the arguments become much more elaborate due to the ‘space averaging’ happening
alongside the integration over the transversal variable. To handle this we will make use
of the non-tangential maximal function estimates from the previous section (see Lemma
5.6.2) through amodified version of the classical Carleson embedding lemma (see Lemma
5.2.29). However, the use of the non-tangential maximal function makes the traveling
down procedure for either this object or the conical square function a bit subtle. It is
our hope that the following lemma (which should be read with the results of the previous
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section in mind) and Theorem 5.7.11 clarifies the intertwining of these two procedures.

We also note that for the range p > 2 we already have the conical square function
bounded by the vertical (see Proposition 5.2.4) by general facts about square functions,
so it is only the case p < 2 that is of interest.

Lemma 5.7.2. Let Θt,m be either tm∂m−1
t ∇(SLt ∇) or tm∂m−1

t ∇DLt . Suppose that
m ≥ 1 is given such that

S(Θt,mf),S(Θt,m+1f),V(Θt,m+1f),V(Θt,mf), Ñ (Θt,mf) ∈ L2(Rn),

and
sup
t>0
‖Θt,mf‖L2(Rn) <∞, lim

t→∞
‖Θt,mf‖L2(Rn) = 0

for every f ∈ C∞c (Rn). Then, for every 1 < p < 2

‖S(Θt,mf)‖Lp(Rn) . ‖S(Θt,m+1f)‖Lp(Rn) + ‖V(Θt,m+1f)‖Lp(Rn)

+ ‖V(Θt,mf)‖Lp(Rn) + ‖Ñ (Θt,mf)‖Lp(Rn) + sup
t>0
‖Θt,mf‖Lp(Rn),

for every f ∈ C∞c (Rn).

Proof. We fix m ≥ 1 as in the hypotheses and define gm := supt>0 |Θt,mf | , hm =

Ñ (Θt,m), and Hm := S(Θt,m+1f) + gm + hm. Recall from Proposition 5.2.48

‖gm‖L2(Rn) . ‖V(Θt,mf)‖L2(Rn) + ‖V(Θt,m+1f)‖L2(Rn) + sup
t>0
‖Θt,mf‖L2(Rn).

Therefore Hm ∈ L2(Rn) and so, by the Coifman-Rochberg theorem, we see that if we
define ν(x) :=M(S(Θt,mf) +Hm)(x)p−2 for some 1 < p < 2, then νM ∈ A2 for any
M > 1 satisfying M(2 − p) < 1 and moreover [νM ]A2 depends only on the quantity
M(2− p).

We now mimic the proof of the extrapolation lemma 5.2.26 and write, for fixed
1 < p < 2,∫

Rn
|S(Θt,mf)(x)|p dx ≤

∫
Rn
M(S(Θt,mf) +Hm)(x)p dx

=

∫
Rn
M(S(Θt,mf) +Hm)(x)2ν(x) dx
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.
∫
Rn
M(S(Θt,mf))(x)2ν(x) dx+

∫
Rn
M(Hm)(x)2ν(x) dx

.[ν]A2

∫
Rn
S(Θt,mf)(x)2ν(x) dx+

∫
Rn
M(Hm)(x)p dx

.
∫
Rn
S(Θt,mf)(x)2ν(x) dx+

∫
Rn
Hm(x)p dx, (5.7.3)

where we used the boundedness ofM in L2(ν), by the above discussion, and in Lp(Rn).
By definition of Hm, and Proposition 5.2.48, we have

‖Hm‖Lp(Rn) .p ‖V(Θt,mf)‖Lp(Rn) + ‖V(Θt,m+1f)‖Lp(Rn) + sup
t>0
‖Θt,mf‖Lp(Rn)

+ ‖S(Θt,m+1f)‖Lp(Rn) + ‖Ñ (Θt,mf)‖Lp(Rn). (5.7.4)

It thus remains to estimate the first term in (5.7.3). For this we will try to emulate
the procedure for the vertical square function, introducing an approximate identity Pt to
smooth-out the averaging implicit in the definition of S. We will first fix the approximate
identity: For t > 0 we define

Pt := et
2∆, Qt := t∂te

t2∆ = t∂tPt.

Wewill also need to truncate our weight to formally justify our computations so we define,
for N > 0,

νN := min(ν,N).

We first compute, using Fubini’s theorem∫
Rn
S(Θt,mf)(x)2 ν(x)dx =

∫
Rn

∫ ∞
0
−
∫
|x−y|<t

|Θt,mf(y)|2 dydt
t
ν(x) dx

=

∫
Rn

∫ ∞
0
|Θt,mf(y)|2−

∫
|x−y|<t

ν(x) dx
dt

t
dy

.
∫
Rn

∫ ∞
0
|Θt,mf(y)|2Ptν(y)

dydt

t
=: I

Now, by the Monotone convergence theorem,

I = lim
N→∞

lim
ε→0

Iε,N := lim
N→∞

lim
ε→0

∫
Rn

∫ 1/ε

ε
|Θt,mf(y)|2PtνN (y)

dydt

t
.
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Recalling the definition of Θt,m and integrating by parts in t we obtain, recalling that
Qt := t∂tPt,

Iε,N

= − 1

2m

∫
Rn

∫ 1/ε

ε
∂t

(
|∂mt SLt f |2PtνN

)
t2m dydt+

1

2m

∫
Rn
|Θt,mf |2PtνN dy

∣∣∣1/ε
t=ε

≤ 1

m

∫
Rn

∫ 1/ε

ε
|Θt,mf ||Θt,m+1f |PtνN

dydt

t
+

1

2m

∫
Rn

∫ 1/ε

ε
|Θt,mf |2|QtνN |

dydt

t

+
1

2m

∫
Rn
|Θ1/ε,mf |2P1/ενN dy −

1

2m

∫
Rn
|Θε,mf |2PενN dy

=: IIε,N + IIIε,N + IVε,N + Vε,N . (5.7.5)

We handle the boundary terms first. To start we note that by Theorem 1.4 in [BHL+b]
we have that limt→∞ ‖Θt,mf‖L2(Rn) → 0, so that, using |PtνN | . N pointwise in Rn,
we obtain

IVε,N . N
∫
Rn
|Θ1/ε,mf |2 dy → 0 as ε→ 0.

Therefore
lim
N→∞

lim
ε→0

IVε,N = 0. (5.7.6)

On the other hand, as ε → 0, we have PενN → νN pointwise a.e. and |Θε,mf |2 ≤ g2
m,

by definition of gm. By the Dominated Convergence Theorem (recall gm ∈ L2(Rn) and
PενN . N ) we get that

Vε,N .
∫
Rn
g2
mPενN dy

ε→0
−→

∫
Rn
g2
mνN dy ≤

∫
Rn
g2
mν dy .

∫
Rn
gpm dy,

where we used the definition of ν in the last line to conclude ν(y) ≤M(gm)(y)p−2 and
the Hardy-Littlewood maximal theorem. We conclude

lim sup
N→∞

lim sup
ε→0

Vε,N .
∫
Rn
gpm dx. (5.7.7)

The first term IIε,N we can treat as usual; using Cauchy’s inequality with a parameter we
see

IIε,N . δ
∫
Rn

∫ 1/ε

ε
|Θt,mf |2PtνN

dydt

t
+ C(δ)

∫
Rn

∫ 1/ε

ε
|Θt,m+1f |2PtνN

dydt

t
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= δIε,N + C(δ)

∫
Rn

∫ 1/ε

ε
|Θt,m+1f |2PtνN

dydt

t
(5.7.8)

Choosing δ small enough we can hide the first term on the right hand side of (5.7.5).

Finally, we rewrite IIIε,N in the following way, using the Cauchy-Schwarz inequality,

IIIε,N =

∫
Rn

∫ 1/ε

ε
|Θt,mf |

|QtνN |
|PtνN |

√
PtνN |Θt,mf |

√
PtνN

dydt

t

≤ Iε,N
∫
Rn

∫ 1/ε

ε
|Θt,mf |2dµN (y, t),

where we have defined

dµN (x, t) :=
|QtνN (x)|2

|PtνN (x)|2
PtνN (x)

dxdt

t
.

By Proposition 5.2.37 and the modified Carleson’s lemma (Lemma 5.2.29) we obtain∫
Rn

∫ 1/ε

ε
|Θt,mf |2dµN (y, t) .

∫
Rn
Ñ (Θt,m)2 νN dy =

∫
Rn
hmνN dy .

∫
Rn
hpm dy.

Therefore, applying once again Cauchy’s inequality with a parameter, we see that

IIIε,N . δIε,N + C(δ)

∫
Rn
hpm dy. (5.7.9)

Combining the estimates (5.7.8), (5.7.9) we arrive at

Iε,N .
∫
Rn

∫ 1/ε

ε
|Θt,m+1f |2PtνN

dydt

t
+

∫
Rn
Hp
m dy + IVε,N + Vε,N ,

where we notice that Iε,N < ∞ since νN ≤ N and supt>0 ‖Θt,mf‖L2(Rn) < ∞. We
now use Proposition 5.2.37 to get that |PtνN (y)| . −

∫
|x−y|<t νN dx and so

∫
Rn

∫ 1/ε

ε
|Θt,m+1f(y)|2PtνN (y)

dydt

t

.
∫
Rn

∫ 1/ε

ε
−
∫
|x−y|<t

|Θt,m+1f(y)|2 dydt
t
ν(x) dx.

Now taking first the limit as ε → 0 and then as N → ∞, and using (5.7.6), (5.7.7) and
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the previous equation we see that

I .
∫
Rn
S(Θt,m+1)2 νdx+

∫
Rn
Hp
m dx .

∫
Rn
Hp
m dx.

The result now follows from the definition of Hm, more specifically (5.7.4).

Remark 5.7.10. As far as the hypotheses of the previous result are concerned, we note
that we have good control on the quantities involving V, by Theorem 5.7.1. Moreover by
[BHL+b, Theorem 6.12] (see also Hypothesis A in Definition 5.4.1), the conditions on
the quantities ‖Θt,mf‖L2(Rn) are also satisfied. Therefore, under the same hypotheses as
Theorem 5.4.2, we may rewrite the above as

‖S(Θt,mf)‖Lp(Rn) . ‖S(Θt,m+1f)‖Lp(Rn) + ‖Ñ2(Θt,mf)‖Lp(Rn).

As aCorollary of this result andLemma5.6.2 on the boundedness of the non-tangential
maximal function we have the following

Theorem 5.7.11. Suppose L satisfies the hypotheses of Theorem 5.4.2. Let p ∈ (2 −
ε0, 2 + ε0), with ε0 as in Theorem 5.4.2, then for every f ∈ C∞c (Rn)

‖S(t∂t∇SLt f)‖Lp(Rn) . ‖f‖Lp(Rn), ‖Ñ2(∇SLt f)‖Lp(Rn) . ‖f‖Lp(Rn).

In addition

‖S(t∇DLt f)‖Lp(Rn) . ‖f‖Lp(Rn), ‖Ñ2(DLt u)‖Lp(Rn) . ‖f‖Lp(Rn).

Proof. We define Θt,m to be either tm∂m−1
t ∇(SLt ∇) or tm∂m−1

t ∇DLt . For p > 2 we
have by Proposition 5.2.4 and Theorem 5.7.1

‖S(Θt,1f)‖Lp(Rn) + ‖V(Θt,1f)‖Lp(Rn) . ‖f‖Lp(Rn).

It remains to show the non-tangential maximal function bound when p < 2 and p > 2

and the conical square function bound when p < 2. We will show both the square
function and non-tangential maximal function bounds in the case p < 2. (The case of the
non-tangential maximal function bounds when p > 2 the same.)

We treat the case of the single layer first. By Theorem 5.4.2, together with the traveling
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down for vertical square functions in Theorem 5.7.1 and Corollary 5.6.7 we see that for
somem0 ≥ 1,

‖S(Θt,m0f)‖Lp(Rn) + ‖Ñ2(Θt,m0f)‖Lp(Rn) . ‖f‖Lp(Rn). (5.7.12)

We shall show that (5.7.12) holds withm0 replaced bym0 − 1, as long asm0 − 1 ≥ 1.

To treat the non-tangential maximal function we appeal to Corollary 5.6.7 and obtain

‖Ñ2(Θt,m0−1)‖Lp(Rn) . ‖S(Θt,m0f)‖Lp(Rn) + sup
t>0
‖Θt,m0−1f‖Lp(Rn) + ‖f‖Lp(Rn)

. ‖f‖Lp(Rn).

This gives the desired bound as long asm0 − 1 ≥ 1.

By the traveling down procedure for the conical square function (Lemma 5.7.2) we
have (recall that the vertical square function is under control for anym by Theorem 5.7.1)

‖S(Θt,m0−1f)‖Lp(Rn) . ‖S(Θt,m0f)‖Lp(Rn) + ‖Ñ (Θt,m0−1f)‖Lp(Rn)

+ sup
t>0
‖Θt,m0−1‖Lp(Rn) + ‖f‖Lp(Rn) . ‖f‖Lp(Rn),

and this gives the desired square function bound for m0 − 1 ≥ 1. Therefore we have
shown by induction that

‖S(Θt,1f)‖Lp(Rn), ‖Ñ2(Θt,1)‖Lp(Rn) . ‖f‖Lp(Rn).

To get the bound for Ñ2(∇SLt ) we use Proposition 5.6.1 to get

‖Ñ2(∇SLt f)‖Lp(Rn) . ‖Ñq(∂tSLt f)‖Lp(Rn) + sup
t>0
‖∇SLt f‖Lp(Rn),

for any 1 ≤ q. In particular, choosing q < p we can apply directly Lemma 5.6.2 and
interpolation to obtain the result.

The double layer is handled in the same way, owing to the appropriate estimates from
Theorem 5.4.15, Theorem 5.5.4 and Corollary 5.6.7.
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5.8 Existence

Proposition 5.8.1 (Mapping Properties, Part I). The operators SL : C∞c (Rn) → S2
+,

DL,+ : C∞c (Rn)→ D2
+ both have unique continuous extensions to L2(Rn); that is,

SL : L2(Rn)→ S2
+, DL,+ : L2(Rn)→ D2

+.

Moreover, for f, g ∈ L2(Rn) we have that SLg, DL,+f ∈ W 1,2
loc (Rn+1

+ ) are solutions of
Lw = 0 in Rn+1

+ , and we have the square function estimates

‖S(t∂t∇SLt g)‖L2(Rn) . ‖g‖L2(Rn), ‖S(t∇DL,+t f)‖L2(Rn) . ‖f‖L2(Rn).

Similar considerations also hold in the lower half space (in this case we work withDL,−).

The proof is a simple density argument (using the fact that S2
+ and D2

+ are Banach
spaces), and as such is omitted.

The next result is a statement about Sobolev functions that will allow us to eventually
assign boundary values to the extensions of the layer potentials defined above.

Proposition 5.8.2. Let u ∈ Y 1,2(Rn+1
+ ). The following statements hold.

(i) If u ∈ D2
+ then u0 := limt→0+ u(t) exists as a weak limit in L2(Rn). Moreover u0

agrees with the trace of u in the sense that for every Φ ∈ C∞c (Rn+1)

(u0,Φ(·, 0)) =

∫∫
Rn+1

+

(
u∂tΦ + ∂tuΦ

)
,

where (·, ·) denotes the inner product in L2(Rn).
(ii) If u ∈ S2

+ then U0 := limt→0+ u(t) exists as a weak limit in Y 1,2(Rn). Moreover,
U0 agrees with the trace of u in the sense described in i).

Proof. To prove i), we start by noticing that since u ∈ D2
+, there exists a subsequence

tk → 0+ and a function u0 ∈ L2(Rn) such that utk → u0 weakly in L2(Rn) as k →∞.
Now, again since u ∈ D2

+, we only need to show that

lim
t→0+

(u(t), φ) = (u0, φ), for each φ ∈ C∞c (Rn).

Consider Φ(x, t) = φ(x)η(t), where η ∈ C∞c (−2, 2) is such that η ≡ 1 in (−1, 1), so
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that Φ ∈ C∞c (Rn+1). Now, the hypotheses imply that, for fixed t > 0, the identity

(u(t),Φ(·, t)) =

∫∫
Rn+1
t

(
u∂tΦ + ∂tuΦ

)
,

holds, which, for our particular choice of Φ and t < 1, implies that

(u(t), φ) =

∫∫
Rn+1
t

(
u∂tΦ + ∂tuΦ

)
.

Hence, an application of the Dominated Convergence Theorem yields the desired result
since u ∈ L2(n+1)/(n−1)(Rn+1

+ ) and ∇u ∈ L2(Rn+1
+ ). The second part of the statement

in i) now follows by the fact that Φ(·, t) → Φ(·, 0) strongly in L2(Rn) for any Φ ∈
C∞c (Rn+1).

The proof of ii) follows similar ideas. Arguing as before, we can prove that there exists
a weak limit U0 ∈ L2n/(n−2)(Rn), and that it agrees with the usual trace in the sense
described in i). Similarly, along a subsequence tk → 0, we have that ∇‖u(tk) → v ∈
L2(Rn) weakly for some v ∈ L2(Rn)n. If we can show that v = ∇‖U0, then the result
would follow from the uniqueness of the limit. To this end, we fix φ ∈ C∞c (Rn;Cn) and
compute that

(v, φ) = lim
k→∞

(∇‖u(tk), φ) = − lim
k→∞

(u(tk),div‖ φ) = −(U0,div‖ φ),

as desired.

Combining the two previous propositions, we arrive at the following corollary whose
proof is standard and thus omitted.

Corollary 5.8.3. For every f, g ∈ L2(Rn) we can define the bounded linear operators

SL0 : L2(Rn)→ Y 1,2(Rn), DL,+0 : L2(Rn)→ L2(Rn),

given by
SL0 g := lim

t→0+
SLt g, DL,+0 f := lim

t→0+
DL,+t f,

where both are weak limits, the first being in Y 1,2(Rn) and the second in L2(Rn).

We may remove the condition that u ∈ Y 1,2(Rn+1
+ ) for solutions satisfying trace
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decay at infinity.

Proposition 5.8.4. Suppose that u ∈ W 1,2
loc (Rn+1

+ ) ∩ S2
+ satisfies that Lu = 0 in Rn+1

+ .
Then there exists u0 ∈ Y 1,2(Rn) such that limt→0+ u(t) = u0 exists weakly in Y 1,2(Rn).
Moreover, since u ∈ W 1,2

loc (Rn+1
+ ) ∩ S2

+ ⊂ W 1,2(I+
R ) for any R > 0, the trace Tr0 u

exists as an element of L2
loc(Rn), and Tr0 u = u0 as distributions. In particular, the

conclusion holds for u = SLg for g ∈ L2(Rn) or u = DL,+f with f ∈ Y 1,2(Rn) (see
Corollary 5.8.9).

Proof. Since u ∈ S2
+ there exists a subsequence tk → 0+ and u0 ∈ L2n/(n−2)(Rn) such

that limk→∞ u(tk) = u0 weakly in L2n/(n−2)(Rn). Now, since u ∈ Y 1,2(Σb
0) for any

b > 0, we have that for each Φ ∈ C∞c (Rn+1), there exists b > 0 such that

(u(tk),Φ(tk)) = −
∫∫

Σbtk

(uDn+1Φ +Dn+1uΦ).

Fixing φ ∈ C∞c (Rn) and extending it to Rn+1 so that Φ(·, t) ≡ φ(·) in a neighborhood
of t = 0, we see that

(u0, φ) = −
∫∫

Σb0

(uDn+1Φ +Dn+1uΦ),

which gives the uniqueness of the limit u0. Therefore, limt→0 u(t) = u0 exists as a weak
limit in L2n/(n−2)(Rn). To see that u0 ∈ Y 1,2(Rn), we proceed as follows: Since for any
weak limit v in L2(Rn) of ∇‖u, we have that for any φ ∈ C∞c (Rn;Cn), the identity

(v, φ) = lim
k→∞

(∇‖u(tk), φ) = − lim
k→∞

(u(tk),div‖ φ) = −(u0,div‖ φ),

holds, we conclude that v = ∇‖u0. This shows that the weak limits are unique and thus,
since u ∈ S2

+, the full limit exists; that is, limt→0∇‖u(t) = ∇‖u0 weakly in L2(Rn).
Now, we recall that every element ` ∈ Y 1,2(Rn)∗ can be written in the form

`(w) =

∫
Rn

(ψ0w + ψ · ∇‖w), for all w ∈ Y 1,2(Rn),

for some ψ0 ∈ L2n/(n+2)(Rn) and ψ = (ψ1, . . . , ψn) ∈ L2(Rn)n. This gives that
u(t)→ u0 weakly in Y 1,2(Rn).

We now turn to the proof of the final statement in the proposition. Since for every
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Φ(·, t) ∈ C∞c (Rn+1) we have that Φ(·, t) → Φ(·, 0) strongly in L2(Rn), we need only
check that limt→0(u(t),Φ(t)) = (u0,Φ(0)). Along these lines it is enough to prove that

(u(t),Φ(t)) = −
∫∫

Rn+1
>t

(uDn+1Φ +Dn+1uΦ), for all t > 0,

but this in turn follows from [BHL+b, Proposition 2.16], since u ∈W 1,2
loc (Σ∞t/2).

Proposition 5.8.5 (Conormal derivative of solutions in slice spaces). Suppose that u ∈
W 1,2

loc (Rn+1
+ ) ∩ S2

+ satisifies Lu = 0 in Rn+1
+ . Then there exists g in L2(Rn) such that

(g, φ) =

∫∫
Rn+1

+

(
(A∇u+B1)∇Φ +B2 · ∇uΦ

)
, for all Φ ∈ C∞c (Rn+1),

whereφ(·) = Φ(·, 0). We write g = ∂νL,+u. Moreover, g = limt→0+ −en+1 ·Trt(A∇u+

B1u), where the limit is taken in the weak sense in the space L2(Rn). In particular, this
notion of the conormal derivative agrees with our previous definition in Y 1,2(Rn+1

+ )

whenever both exist.

Proof. We follow the proof of [AAA+11, Lemma 4.3 (iii)]. We will first show that for
any R > 0, there exists gR ∈ (C∞c (∆R))∗ such that for any Φ ∈ C∞c (IR),

〈gR,Φ(·, 0)〉 =

∫∫
Rn+1

+

(
(A∇u+B1) · ∇Φ +B2 · ∇uΦ

)
. (5.8.6)

In particular, this allows us to define g ∈ (C∞c (Rn))∗ such that g = limR↑∞ gR in
the sense of distributions and (5.8.6) holds for any Φ ∈ C∞c (Rn+1) and g in place of
gR. Thus, fix R > 0, φ ∈ C∞c (∆R), and Φ ∈ W 1,2

0 (IR) any extension of φ (that is,
Tr0 Φ = φ). We define the (anti-)linear functional ΛR : C∞c (∆R)→ C by

ΛR(φ) =

∫∫
Rn+1

+

(
(A∇u+B1u) · ∇Φ +B2 · ∇uΦ

)
.

To see this is indeed well-defined, that is, it does not depend on the extension Φ, we
simply note that for any two extensions Φ1,Φ2, we have that Φ1 − Φ2 ∈ W 1,2

0 (I+
R ),

and u ∈ S2
+ solves Lu = 0 in Rn+1

+ . Now, as in the proof of the Lax-Milgram
theorem, we have that |ΛR(φ)| . ‖∇u‖L2(ΣR0 )‖∇Φ‖L2(I+

R ). Construct Φ to satisfy that
∆Φ = 0 in I+

R , Φ = ϕ on ∆R, and Φ = 0 on ∂IR ∩ Rn+1
+ . In this case, we have
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that ‖∇Φ‖L2(I+
R ) . ‖φ‖Ḣ1/2(∆R) by the usual extension theorem. Combining these last

two estimates, we arrive at |ΛR(φ)| . ‖∇u‖L2(ΣR0 )‖φ‖Ḣ1/2(∆R), whence via the Riesz
representation theorem there exists gR ∈ (Ḣ1/2(∆R))∗ such that 〈gR, φ〉 = ΛR(φ) for
each φ ∈ C∞c (∆R). From the definition of ΛR, we see that the restriction of gR to ∆R′

equals gR′ whenever R′ < R. In particular, this allows us to define a distribution g such
that

〈g, φ〉 =

∫∫
Rn+1

+

(
(A∇u+B1)∇Φ +B2 · ∇uΦ

)
,

for all Φ ∈ C∞c (Rn+1) with Φ(·, 0) = φ. It remains to show that g ∈ L2(Rn). For this,
note that via the previous procedure we can define a conormal at height t ≥ 0, which we
denote as gt, as the distribution which satisfies

〈gt,Φt〉 =

∫∫
Rn+1
t

(
(A∇u+B1)∇Φ +B2 · ∇uΦ

)
, (5.8.7)

for all Φ ∈ C∞c (Rn+1) where Φt(·) = Φ(·, t). This formula shows that the conormal
∂L,+ν,t u in [BHL+b, Definition 4.9] agrees with gt, as distributions in Rn. In particular,
from the proof of [BHL+b, Lemma 4.11 (i)] we see that, for any t > 0, gt ∈ L2(Rn) and
gt = −en+1 · Trt(A∇u + B1u). Moreover, since u ∈ S2

+, we have that ‖gt‖L2(Rn) .

‖u‖S2
+
. By weak compactness, we can extract a subsequence tk → 0 and g̃ such that

gtk → g̃ weakly in L2(Rn). From (5.8.7) it is then easy to see that g̃ = g0 = g as
distributions, and the result follows.

We now take the first step towards proving existence of layer potential solutions, by
proving the appropriate so-called jump relations for the Double Layer and the conormal
derivative of the Single Layer.

Lemma 5.8.8 (Jump Relations). There exist bounded linear operatorsK, K̃ : L2(Rn)→
L2(Rn) such that for every f, g ∈ L2(Rn) we have that

(
± 1

2I + K̃
)
g = ∂L,±ν (SLg),

and
(
∓ 1

2I +K
)
f = DL,±0 f .

Proof. First, we note that by [BHL+b, Propositions 4.18 and 4.22], we can define op-
erators K : Ḣ1/2(Rn) → Ḣ1/2(Rn), K̃ : Ḣ−1/2(Rn) → Ḣ−1/2(Rn), such that the
identities in the lemma are satisfied for f, g ∈ C∞c (Rn). Moreover, by Propositions
5.8.1 and 5.8.5, we obtain thatK, K̃ are L2(Rn) bounded (that is, admit a unique linear,
continuous extension to L2(Rn)); the result now follows via a density argument.
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Corollary 5.8.9 (Additional mapping property of D). Suppose L satisfies Hypothesis A
(see Definition 5.4.1). Assume further that the operator (SL0 )−1 : Y 1,2(Rn) → L2(Rn)

exists and is bounded. Then we have

sup
t>0
‖DL,+t f‖Y 1,2(Rn) . ‖f‖Y 1,2(Rn),

with implicit constants depending on dimension, ellipticity of L, and the norm of (SL0 )−1.

Proof. We know by Theorem 5.8.16 that the map

SL0 : L2(Rn)→ Y 1,2(Rn)

is bounded and invertible. In particular we have that the set

F :=
{
f ∈ Y 1,2(Rn) : f = SL0 ψ, ψ ∈ C∞c (Rn)

}
is dense in Y 1,2(Rn). We note that for f ∈ F we have f ∈ Ḣ1/2(Rn) ∩ Y 1,2(Rn) by
[BHL+b, Proposition 4.7 (iii)]. For such an f and ψ := (SL0 )−1f we set

u(·, τ) := SLτ ψ, τ < 0.

Then by [BHL+b, Theorem 4.16 (iv)], applied to u in Rn+1
− , we have

DL,+(f) = −SL(∂νL,−u), in Rn+1
+ . (5.8.10)

Now recall from the jump relations (see [BHL+b, Proposition 4.22 (ii)]) that

∂νL,−u =
(
− 1

2
I + K̃

)
ψ, in Ḣ−1/2(Rn),

so that, using the definition of u, (5.8.10) becomes

DL,+(f) = −SL
((
− 1

2
I + K̃

)
ψ
)

= −SL
((
− 1

2
I + K̃

)
(SL0 )−1f

)
. (5.8.11)

Finally from Proposition 5.8.1 and Theorem 5.8.16 we know the following maps are
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bounded

SL : L2(Rn)→ S2
+,
(
− 1

2
I + K̃

)
: L2(Rn)→ L2(Rn),

(SL0 )−1 : Y 1,2(Rn)→ L2(Rn),

which gives the desired bound

‖DL,+(f)‖S2
+
. ‖f‖Y 1,2(Rn), f ∈ F .

We conclude the claimed inequality from the density of F in Y 1,2(Rn).

Proposition 5.8.12. Suppose L satisfies Hypothesis A (see Definition 5.4.1). Assume
further that (SL0 )−1 : Y 1,2(Rn) → L2(Rn) exists and is bounded. Let f ∈ Y 1,2(Rn),
then the operatorK from Lemma 5.8.8 extends to a bounded operator from Y 1,2(Rn) to
itself. Moreover we retain the jump relation(

− 1

2
I +K

)
f = lim

t→0
DL,+t (f),

where the limit on the right is a weak limit in Y 1,2(Rn).

Proof. The proof of the first statement follows from Corollary 5.8.9, which together with
Proposition 5.8.4 guarantees the existence of a weak limit in Y 1,2(Rn) for f ∈ C∞c (Rn),
and Lemma 5.8.8 which gives the desired identity.

Lemma 5.8.13 (Additional mapping property of S). Suppose L satisfies Hypothesis A
(see Definition 5.4.1). Assume further that the inverse operators (SL∗0 )−1, (SL0 )−1 :

L2(Rn)→ [Y 1,2(Rn)]∗ and(
− 1

2
+K

)−1
: L2(Rn)→ L2(Rn),

exist and are bounded. Then the operator S extends as a bounded operator S :

[Y 1,2(Rn)]∗ → D2
+, that is,

sup
t>0
‖SLt g‖L2(Rn) . ‖g‖[Y 1,2(Rn)]∗ ,
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with implicit constants depending on dimension, ellipticity of L and the norm of (SL0 )−1.

Proof. Notice that, by the mapping properties of −1
2I + K (see Corollary 5.8.9), and

using the smallness of ‖Bi‖Ln(Rn), we obtain that

−1

2
I + K̃ : Y 1,2(Rn)→ Y 1,2(Rn)

is bounded and invertible. From this and the Green’s Formula (see [BHL+b, Theorem
4.16 (iv)]) we have that for any g ∈ C∞c (Rn)

DL,+(SL0 g) = −SL
((
− 1

2
I + K̃

)
g
)
. (5.8.14)

ByProposition 5.8.12 andCorollary 5.8.3wehave that, takingweak limits inY 1,2(Rn)

as t→ 0 (
− 1

2
I +K

)
(SL0 g) = −SL0

(
− 1

2
I + K̃

)
g,

or equivalently

−(SL0 )−1
(
− 1

2
I +K

)
SL0 g =

(
− 1

2
I + K̃

)
g =: h,

which means, using the corresponding mapping properties for−(1/2)I+K and SL0 (see
Proposition 5.8.12 and the fact that adj(SL0 ) = SL∗0 ), that we can extend

−1

2
I + K̃ : Y 1,2(Rn)∗ → Y 1,2(Rn)∗

as a bounded and, with smallness of ‖Bi‖Ln(Rn), invertible operator. In particular
‖g‖Y 1,2(Rn)∗ ≈ ‖h‖Y 1,2(Rn)∗ . Using this in (5.8.10) we arrive at the fact that, for
g ∈ C∞c (Rn) it holds SLh ∈ D2

+ and

‖SLt h‖D2
+
. ‖SL0 g‖L2(Rn) . ‖g‖Y 1,2(Rn)∗ ≈ ‖h‖Y 1,2(Rn)∗ .

Since the set {
h =

(
− 1

2
I + K̃

)
g : g ∈ C∞c (Rn)

}
is dense in Y 1,2(Rn)∗ we conclude the desired property by a density argument.
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Definition 5.8.15 (Hypothesis B). We will say L satisfies Hypothesis B if the following
properties hold.

1. L satisfies Hypothesis A, along with the hypotheses of Theorem 5.7.1 and Theorem
5.7.11.

2. The following operators are invertible

SL∗0 ,SL0 : L2(Rn)→ Y 1,2(Rn), −1

2
+K : L2(Rn)→ L2(Rn).

3. The following operators are invertible

±1

2
+K : Y 1,2(Rn)→ Y 1,2(Rn),

±1

2
+ K̃ : L2(Rn)→ L2(Rn).

The first condition in Hypothesis B ensures that we have the right square and non-
tangential maximal function estimates in Lp(Rn) for the layer potentials associated to
L and L∗. In particular the first condition implies that the objects in item (2) are well-
defined and bounded (not necessarily invertible in general). The objects in item (2), more
specifically their inverses, are used in the previous Propositions to define the objects in
(3); this is the reason for the statement to be written in this way.

Theorem 5.8.16 (Invertibility of Layer Potentials). Suppose L0 satisfies hypothesis B
(see Definition 5.8.15), with coefficients A0, B0

i for i = 1, 2, and let L1 be defined by

L1 = − div((A0 +M)∇+ (B0
1 +B1)) + (B0

2 +B2) · ∇.

There exists ρ > 0 depending on dimension, ellipticity of L0, and the norms of the inverse
operators in item (2) of Hypothesis B with the property that if

max{‖M‖L∞(Rn), ‖B1‖Ln(Rn), ‖B2‖Ln(Rn)} < ρ,

then L1 satisfies Hypothesis B.

Proof. Set ‖M‖∞ = 1 and ‖Bi‖n = 1, i = 1, 2, and then define the operator
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Lzu := −div((A+ zM)∇u+ (B0
1 + zB1)u) + (B0

2 + zB2) · ∇u,

z ∈ C, u ∈ Y 1,2(Rn+1).

We write Lz = L0 − zM. The idea will be to show that Kz , K̃z and SLz0 are analytic
in z in a neighborhood of the origin. Note that, by Lax-Milgram, L0 is always invertible,
and thus there exists ε0 such that if z ∈ Bε0 = B(0, ε0), then Lz is also invertible, and
moreover L−1

z = L−1
0

∑∞
k=0(zML−1

0 )k, the series converging in the operator norm of
B(Y 1,2(Rn+1)∗;Y 1,2(Rn+1)). In particular, the map z 7→ L−1

z is analytic in Bε0 . Now
fix t ≥ 0. By definition of the single layer, we conclude that SLzt is also analytic with
values in B(Ḣ−1/2(Rn); Ḣ1/2(Rn)). Since ∇‖ : Ḣ1/2(Rn) → Ḣ−1/2(Rn), we have
that ∇‖SLzt is analytic in Bε0 with values in B(Ḣ−1/2(Rn); Ḣ−1/2(Rn)). Thus, for
f ∈ C∞c (Rn) and g ∈ C∞c (Rn;Cn), we have that the map z 7→ (∇‖SLzt f, g) is analytic,
and

sup
z∈Bε0

sup
t≥0
‖SLzt ‖L2(Rn)→Y 1,2(Rn) . 1.

It follows by [Kat95, Theorem 3.12] that the map z 7→ SLzt is holomorphic with values in
B(L2(Rn);Y 1,2(Rn)), for any t ≥ 0. In particular, we have thatSLz0 is analytic. Similarly,
∂Lz ,+ν SLz is analytic with values inB(Ḣ−1/2(Rn); Ḣ−1/2(Rn)), and for f, g ∈ C∞c (Rn),
we have that

sup
z∈Bε0

‖∂Lz ,+ν SLz‖L2(Rn)→L2(Rn) . 1, (5.8.17)

and the map z 7→ (∂νLz,+SLzf, g) = limt→0(A∇SLzt f + zB1SLzt f, g) is analytic. Thus
we obtain that ∂Lz ,+ν (SLz) is analytic with values in B(L2(Rn)). By the jump relations
in Lemma 5.8.8, K̃z is also analytic with values in B(L2(Rn)). The analyticity of
Kz follows from that of K̃z by noting that 〈DLz ,+0 f, g〉 = 〈f, ∂L

∗
z ,+

ν SL∗zg〉 − 〈f, g〉 for
f, g ∈ C∞c (Rn) (see [BHL+b, Proposition 4.18 (ii)]).

We have thus shown that the maps z 7→ SLz0 , z 7→ Kz , z 7→ K̃z are all analytic.
Therefore, by the Cauchy integral formula, we obtain that

sup
z∈Bε0/2

∥∥ d
dz K̃z

∥∥
L2(Rn)→L2(Rn)

.ε0 sup
z∈Bε0

‖K̃z‖L2(Rn)→L2(Rn) .ε0 1,

where we used (5.8.17). Consequently, for any z, w ∈ Bε0/2, we have that
‖K̃z − K̃w‖L2(Rn)→L2(Rn) . |z − w|. This implies that for all z small enough, K̃z is
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invertible. The other boundary operators are treated similarly.

Theorem 5.8.18 (Existence of Solutions). Suppose L satisfies Hypothesis B (see Def-
inition 5.8.15). Then the boundary value problems (D)2, (N)2, and (R)2, as given in
(1.2.13)-(1.2.14), admit a solution.

Proof. To solve the Dirichlet problem, we fix f ∈ L2(Rn) and setF =
(
− 1

2
I+K

)−1
f ,

which is well-defined by Theorem 5.8.16 as an element of L2(Rn). Let u := DL,+F .
Then the fact that u ∈ D2

+ follows from Proposition 5.8.1, the non-tangential maximal
function estimate follows from Theorem 5.7.11, while Lemma 5.8.8 gives the weak
convergence to f .

To upgrade the convergence ofDL,+t f to strong convergence inL2(Rn), we mimmick
the proof of [AAA+11, Lemma 4.23]. First, we note that by Theorem 5.8.16 we have that
A := {SL0 div‖ g : g ∈ C∞c (Rn)} is dense in L2(Rn). Indeed, since adj(SL0 ) = SL∗0 ,
we have that SL0 : Y 1,2(Rn)∗ → L2(Rn) is invertible, and therefore any h ∈ L2(Rn)

may be written as h = SL0 H for some H ∈ L2(Rn). Moreover, any H ∈ Y 1,2(Rn)∗

can be written as H = div‖ g for some g ∈ L2(Rn)n (as can be seen for instance by
embedding Y 1,2(Rn) → L2(Rn)n via u 7→ ∇‖u and using the Hahn-Banach and the
Riesz Representation Theorems). These observations yield the claim.

Now fix f = SL0 (div‖ g) for some g ∈ C∞c (Rn) and define u = SLs (div‖ g) for
s < 0. By [BHL+b, Theorem 4.16 (iv)], we have that DL,+t f = −SL(∂L,−ν u) in Rn+1

+ .
Therefore, for any 0 < t′ < t, we have that

‖DL,+t f −DL,+t′ f‖L2(Rn) =
∥∥∫ t

t′
∂τSLτ (∂L,+ν u) dτ

∥∥
L2(Rn)

. (t− t′)‖∂L,+ν u‖L2(Rn),

where we used the estimates on slices from Theorem 5.5.1. Thus {DL,+t f}t is a Cauchy
sequence in L2(Rn) as t→ 0.

For the Neumann problemwe proceed in a similar way, withw := SL(1/2I+K̃)−1h,
and we appeal to Lemma 5.8.8, Theorem 5.8.16, Proposition 5.8.1, and Theorem 5.7.11.

Finally for the Regularity problemwe set v := SL(SL0 )−1g, andmake use of Corollary
5.8.3, Theorem 5.8.16, and Theorem 5.7.11.

It remains to show the non-tangential convergence statements, to which we now turn.

The convergence for the Regularity Problem goes as follows: By Proposition 5.2.7
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we have that the solution v has a non-tangential limit, call it g0, so we only need to show
g = g0. We know that v(·, t) converges weakly to g in L2∗(Rn) as t→ 0+. Define

v′(·, t) = −
∫ 3t/2

t/2
v(·, s) ds

then w′(·, t) converges weakly to g in L2∗(Rn) as t→ 0+. Indeed, for fixed ϕ ∈ L2∗ we
have ∣∣∣ ∫

Rn
v(x, t)ϕ(x)−

∫
Rn
g(x)ϕ(x)

∣∣∣ ≤ εϕ(t),

where εϕ(t) ↓ 0 as t→ 0+. From this one may establish v′(·, t) converges weakly to g in
L2∗(Rn). Moreover, if for f ∈ L1

loc(Rn) we define

(Atf)(x) := −
∫
|y−x|∞<t

f(y) dy

then ṽ(x, t) = (Atv
′)(x) and it follows that ṽ(x, t) converges weakly to g in L2∗(Rn) as

t→ 0+. Indeed, for if ϕ ∈ L2∗ then∫
Rn

(Atv
′)(x)ϕ(x) dx =

∫
Rn
v′(x, t)(Atϕ)(x) dx

and since v′(·, t) converges weakly to g in L2∗(Rn) as t → 0+ and (Atϕ)(x) converges
strongly in L2∗ as t→ 0+ we have that∫

Rn
v′(x, t)(Atϕ)(x) dx→

∫
Rn
g(x)ϕ(x) dx, as t→ 0+.

It follows that g0(x) = g(x) for a.e. x ∈ Rn.

For the Dirichlet problem, we use compatible well-posedness (see below in the proof)
to get that for smooth initial data f ∈ C∞c (Rn) the solutions to theDirichlet andRegularity
problems obtained via layer potentials agree. In particular, if uf = DL,+(−1/2+K)−1f ,
then uf has a non-tangential limit. Since C∞c (Rn) is dense in L2(Rn) and we have the
maximal function estimate

‖Ñ2(uf )‖L2(Rn) . ‖f‖L2(Rn),

the existence of a limit for general f ∈ L2(Rn) follows a standard argument.
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Now we turn to the compatible well-posedness statement: If f ∈ C∞c (Rn) and we
set

uf := DL
(
− 1

2
+K

)−1
f, vf := SL(SL0 )−1f,

the layer potential solutions of the Dirichlet and Regularity problems with data f respec-
tively, we claim then uf = vf and both agree with the solution furnished via Lax-Milgram
with Dirichlet data f .

We first prove that uf agrees with the Lax-Milgram solution. For this, by the mapping
properties of the double layer (see [BHL+b, Definition 4.6]) it is enough to show that

Tf :=
(
− 1

2
+K

)−1
f ∈ H1/2

0 (Rn).

We know (see Theorem 5.8.16 and Proposition 5.8.12) that T mapsL2(Rn) and Y 1,2(Rn)

to itself, so in particular Tf ∈W 1,2(Rn) ⊂ H1/2
0 .

For vf we proceed similarly, noting that (SL0 )−1 maps Y 1,2(Rn) to L2(Rn) and
L2(Rn) → [Y 1,2(Rn)]∗ (see Theorem 5.8.16 and Lemma 5.8.13). It’s thus enough, by
the mapping properties of the single layer (see [BHL+b, Proposition 4.2]), to prove that

[Y 1,2(Rn)]∗ ∩ L2(Rn) ⊂ H−1/2(Rn). (5.8.19)

This follows from the fact that elements of the first space are of the form G ∈ L2(Rn)

such that G = divH for some H ∈ L2(Rn;Cn), while the second space contains all
elements of the form (−∆)1/2F with F ∈ H

1/2
0 (Rn). Fix G,H as above. By the

Riesz representation theorem in Y 1,2(Rn) there exists a weak solution F1 ∈ Y 1,2(Rn)

of the problem G = divH = −∆F1; set F := (−∆)1/2F1, so that it’s enough to prove
F ∈ H1/2(Rn). First, clearly F ∈ L2(Rn) by Plancherel’s Theorem, since ∇F1 ∈
L2(Rn); moreover, since (−∆)1/2F = G ∈ L2(Rn), we have that F ∈ W 1,2(Rn), and
by interpolation, F ∈ H1/2(Rn) as desired.
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5.9 Uniqueness

Lemma 5.9.1. Suppose L satisfies Hypothesis B (see Definition 5.8.15). Assume u is a
good D solution. Then for every τ > 0, ∂ντu ∈ [Y 1,2(Rn)]∗, with the bound

sup
τ>0
‖∂ντu‖[Y 1,2(Rn)]∗ ≤ C sup

t>0
‖u‖L2(Rn).

Proof. By symmetry of hypotheses and Lemma 5.8.13 and Theorem 5.8.16 the operator
SL
∗

0 : L2(Rn) → Y 1,2(Rn) is bounded and invertible. Then the collection of functions
F := {ϕ ∈ Y 1,2(Rn) : ϕ = SL

∗
0 f, f ∈ C∞c } is dense in Y 1,2(Rn). Notice that

vϕ = SL∗([SL∗0 ]−1ϕ) = SL
∗
f ∈ Y 1,2(Rn+1) since f ∈ C∞c (Rn) ⊂ H−1/2(Rn). Also,

Tr0uτ ∈ H1/2
0 (Rn) since uτ ∈ Y 1,2(Rn+1

+ ), where, as above uτ (·, ·) := u(·, ·+ τ). Then
by definition of ∂ν∗vϕ ∈ H−1/2(Rn) (see [BHL+b, Definition 4.9]) with

(Tr0uτ , ∂ν∗vϕ) = (∂ν∗vϕ,Tr0uτ )

= BL∗ [vϕ, uτ ] = BL[uτ , vϕ].

Now BL[uτ , vϕ] = (∂ντu, ϕ), since vϕ solves the regularity problem with data ϕ by
Theorem 5.8.18. In particular ϕ is the weak limit of vϕ(·, t) in Y 1,2(Rn) as t→ 0.

Having established
(∂ντu, ϕ) = (Tr0uτ , ∂ν∗vϕ)

for ϕ in F we see that ∂ντu ∈ [Y 1,2(Rn)]∗ by the fact that the map

Fϕ := ∂ν∗vϕ = ∂ν∗SL
∗
([SL

∗
0 ]−1ϕ)

maps Y 1,2(Rn)→ L2(Rn), by Proposition 5.8.5, the mapping property mentioned at the
start of the proof for SL∗0 , and the density of F in Y 1,2(Rn).

Finally we state a technical lemma that will allow us to prove a representation formula
for solutions to the regularity and Neumann problems

Proposition 5.9.2. Suppose L satisfies Hypothesis B (see Definition 5.8.15). Let u ∈
W 1,2

loc (Rn+1
+ ) ∩ S2

+ be a solution of Lu = 0 in Rn+1
+ . Then for every τ0 > 0 and every

t > 0 we have
∂τ |τ=τ0D

L,+
t (Tr0 uτ ) = DL,+t (Tr0(Dn+1uτ0)),
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and
∂τ |τ=τ0SLt (∂νL,+uτ ) = SLt (∂νL,+(Dn+1uτ0)).

Proof. We work with the double layer first. For this we consider, for t > 0 fixed, the
following functions:

f(τ) := Tr0 uτ = Trτ u, H(τ) := DL,+t (f(τ)).

We note that, by hypothesis and Corollary 5.8.9, we have

f ∈ C((0,∞);Y 1,2(Rn)), H ∈ C((0,∞);Y 1,2(Rn)).

The idea is now to use [BHL+b, Theorem 2.14] to get the desired differentiability of f .
For this purpose define

ϕ(τ) := ‖Trτ (Dn+1u)‖Y 1,2(Rn) = ‖∇‖Trτ (Dn+1u)‖L2(Rn) ∈ L2
loc((0,∞);R).

(5.9.3)
First we note that by [BHL+b, Lemma 2.3] we have that f : (0,∞) → Y 1,2(Rn) and
ϕ : (0,∞) → R are continuous functions. By the Lebesgue Differentiation Theorem it
is then enough to show(
−
∫ ε

−ε
‖f(τ2 +s)−f(τ1 +s)‖2Y 1,2(Rn) ds

)1/2
≤
∫ τ2

τ1

(
−
∫ ε

−ε
ϕ2(s+ τ) ds

)1/2
dτ, (5.9.4)

for all ε small enough (depending on τ1 and τ2). For this purpose we compute, calling I
the left hand side of (5.9.4),

I =
(
−
∫ ε

−ε

∫
Rn
|∇‖Trτ2+s u(x)−∇‖Trτ1+s u(x)|2 dxds

)1/2

=
(
−
∫ ε

−ε

∫
Rn
|∇‖uτ2(x, s)−∇‖uτ1(x, s)|2 dxds

)1/2

=
(
−
∫ ε

−ε

∫
Rn

∣∣∣ ∫ τ2

τ1

∇‖∂τu(x, τ + s) dτ
∣∣∣2 dxds)1/2

≤
∫ τ2

τ1

(
−
∫ ε

−ε

∫
Rn
|∇‖∂τu(x, τ + s)|2 dxds

)1/2
dτ =

∫ τ2

τ1

(
−
∫ ε

−ε
ϕ2(s+ τ) ds

)1/2
dτ,

where we used the Fundamental Theorem of Calculus in the third line and Minkowski’s
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inequality in the fourth.

As mentioned above this shows that f ∈W 1,2
loc ((0,∞);Y 1,2(Rn)). Nowwe will show

that
f ′(τ) = Trτ (Dn+1u), for each τ > 0, (5.9.5)

and moreover the difference quotients converge weakly

∆hf(τ)→ f ′(τ), for every τ > 0.

For this fixψ ∈ C∞c (0,∞), φ ∈ C∞c (Rn;Cn) and let ` := −div‖ φ ∈ Y 1,2(Rn)∗. Using
that the function τ 7→ f(τ)ψ′(τ) ∈ Y 1,2(Rn) is continuous (see again [BHL+b, Lemma
2.3]) and compactly supported on (0,∞) and properties of the Bochner integral (see for
instance [CH98, Proposition 1.4.22]) we obtain

〈∫ ∞
0

f(τ)ψ′(τ) dτ, `
〉

=

∫ ∞
0
〈f(τ)ψ′(τ), `〉 dτ =

∫ ∞
0

∫
Rn
∇‖Trτ u(x)ψ′(τ)φ(x) dxdτ

=

∫ ∞
0

∫
Rn
∇‖u(x, τ)ψ′(τ)φ(x) dxdτ = −

∫ ∞
0

∫
Rn
∇‖Dn+1u(x, τ)ψ(τ)φ(x) dxdτ

= −
∫ ∞

0

∫
Rn
∇‖Trτ (Dn+1u)(x)ψ(τ)φ(x) dxdτ

= −
∫ ∞

0
〈Trτ (Dn+1u)ψ(τ), `〉 dτ =

〈
−
∫ ∞

0
Trτ (Dn+1u)ψ(τ) dτ, `

〉
,

where we used integration by parts in the fourth line. Now we conclude, since the
collection {div‖ φ : φ ∈ C∞c (Rn;Cn)} is dense in Y 1,2(Rn)∗, that indeed (5.9.5) holds.

The convergence of the difference quotients is a consequence of the fact that f ′ ∈
C((0,∞);Y 1,2(Rn)) and the Fundamental Theorem of Calculus. In fact we get strong
convergence in Y 1,2(Rn) as h→ 0 of ∆hf(τ) for every τ > 0.

With this we can conclude the argument for the Double Layer: Define

H(τ) := DL,+t Tr0 uτ = DL,+t Trτ u.
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We claim that H ∈ C1((0,∞);Y 1,2(Rn)) and

H ′(τ) = DL,+t (Tr0(Dn+1uτ )) = DL,+t (Trτ (Dn+1u)).

Notice first that H ∈ C((0,∞);Y 1,2(Rn)) by the mapping properties of the Double
Layer (see Corollary 5.8.9) and the fact that H(τ) = DL,+t (f(τ)) (recall that t > 0 is
fixed throughout). Morever, using these two facts again we see

‖H(τ1)−H(τ2)‖Y 1,2(Rn) . ‖f(τ1)− f(τ2)‖Y 1,2(Rn) ≤
∣∣∣ ∫ τ2

τ1

ϕ(s) ds
∣∣∣,

where ϕ is defined in (5.9.3). This shows that H ∈ W 1,2
loc ((0,∞);Y 1,2(Rn)). Moreover

we have
∆hH(τ) = DL,+t (∆hf(τ)),

so that, by the linearity and continuity ofDL,+t in Y 1,2(Rn) and the weak convergence of
∆hf(τ) in Y 1,2(Rn), we obtain for every τ > 0

∆hH(τ)→ DL,+(f ′(τ)) = DL,+t (Tr0(Dn+1uτ ))

weakly in Y 1,2(Rn) as h→ 0

The proof for the Single Layer follows the same lines. Define, for t > 0 fixed and
τ > 0,

g(τ) := ∂νL,+uτ = ∂
νL,+τ

u,

where the second equality follows from [BHL+b, Lemma 4.11 (i)]. As before we first
claim that g ∈ C1((0,∞);L2(Rn)) and we have

g′(τ) = ∂νL,+(Dn+1uτ ) = ∂
νL,+τ

(Dn+1u).

For this purpose we use the L2 characterization of the conormal derivative (see again
[BHL+b, Lemma 4.11]) so that

g(τ) = N · Tr0(A∇uτ +B1uτ ) = N · Trτ (A∇u+B1u)

= N · Trτ (Ã∇‖u+B1u) +N · Trτ (~aDn+1u) =: g1(τ) + g2(τ),
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where Ã := (aij)1≤i≤n+1,1≤j≤n and~a := (ai,n+1)1≤i≤n+1. We note that by the Hölder’s
and Sobolev’s inequalities

‖g1(τ2)− g1(τ1)‖L2(Rn) . ‖f(τ2)− f(τ1)‖Y 1,2(Rn) ≤
∣∣∣ ∫ τ2

τ1

ϕ(s) ds
∣∣∣,

where f, ϕ are as in the proof for the Double Layer. Therefore it is enough to control g2,
and for this we can proceed exactly in the same way as we did for f : For fixed τ2, τ1 and
ε > 0 small

−
∫ ε

−ε
‖g(τ2 + s)− g(τ1 + s)‖2L2(Rn) ds = −

∫ ε

−ε

∫
Rn
|Dn+1(uτ2(x, s)− uτ1(x, s))|2 dxds

= −
∫ ε

−ε

∫
Rn

∣∣∣ ∫ τ2

τ1

D2
n+1u(s+τ) dτ

∣∣∣2 dxds . −∫ ε

−ε

∫ τ2

τ1

‖Trτ+s(D
2
n+1u)‖L2(Rn) dτds,

and ϕ̃(τ) := ‖Trτ (D2
n+1u)‖L2(Rn) ∈ L2

loc(0,∞). Therefore by [BHL+b, Theorem
2.14] we get that g ∈ W 1,2

loc ((0,∞);L2(Rn)) and the difference quotients converge a.e.
to g′. To verify the formula for g′ we compute, for φ ∈ C∞c (Rn) and ψ ∈ C∞c (0,∞),

〈∫ ∞
0

g(τ)ψ′(τ) dτ, φ
〉
L2(Rn)

=

∫ ∞
0

∫
Rn
N · (A∇u(x, τ) +B1u(x, τ))ψ′(τ)φ(x) dxdτ

= −
∫ ∞

0

∫
Rn
N · (A∇Dn+1u(x, τ) +B1Dn+1u(x, τ))ψ(τ)φ(x) dxdτ

=
〈∫ ∞

0
∂
νL,+τ

(Dn+1u)ψ(τ), φ
〉
L2(Rn)

.

This gives the desired representation for g′(τ). Moreover, using this representation we
see that g′ ∈ C((0,∞);L2(Rn)) and so the difference quotients satisfy ∆hg(τ)→ g′(τ)

weakly for every τ > 0. The result now follows from the mapping properties of the single
layer (see Proposition 5.8.1).

5.9.1 Neumann and Regularity Problems

We begin with a lemma that gives a representation of good N/R solutions above a
positive height.
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Lemma 5.9.6. Suppose L satisfies Hypothesis B (see Definition 5.8.15). Let u be a good
N/R solution and uτ (·, ·) = u(·, ·+ τ), as above. Then

uτ = −D(Tr0uτ ) + S(∂νuτ ), (5.9.7)

where Tr0uτ ∈ Y 1,2(Rn), ∂νuτ ∈ L2(Rn), and D and S are viewed (as their natural
extensions) from these spaces mapping into S2

+.

Proof. We have Tr0uτ (·) = u(·, τ) ∈ Y 1,2(Rn) (by the fact that u ∈ S2
+) and ∂νuτ ∈

L2(Rn) (by Proposition 5.8.5) . For the latter we may consider uτ/2 ∈ Y 1,2(Rn+1
+ ), a

solution in Rn+1
+ , since the operator L is t-independent.

By Proposition 5.9.2 together with the Green’s formula for ∂tuτ ∈ Y 1,2(Rn+1) (see
[BHL+b, Theorem 4.16 (ii)]) we know that for τ0 > 0

∂τuτ |τ=τ0(x, t) = −∂τ [D(Tr0uτ ) + S(∂νuτ )]
∣∣
τ=τ0

(x, t),

as functions in S2
+. We may now integrate in τ0 to obtain

uτ = −D(Tr0uτ ) + S(∂νuτ ),

where we must use the decay at infinity hypothesis in the definition of S2
+.

Now we push the representation above down to the boundary.

Lemma 5.9.8. Suppose L satisfies Hypothesis B (see Definition 5.8.15). Suppose that u
is a good N/R solution, then

u = −Df + Sg, (5.9.9)

where f ∈ Y 1,2(Rn) and g ∈ L2(Rn) are as in Propositions 5.8.4 and 5.8.5 respectively.

Proof. By Propositions 5.8.4 and 5.8.5, uτ (·, 0) → f ∈ Y 1,2(Rn) and ∂νuτ → g ∈
L2(Rn) weakly in Y 1,2(Rn) and L2(Rn) respectively as τ → 0+. Set uτ (·, 0) = fτ and
∂νuτ = gτ , then rephrasing the above, we have ~hτ = (fτ , gτ ) converges to (f, g) =: ~h

weakly in Y 1,2(Rn)×L2(Rn). Let τk ↓ 0 then by Mazur’s lemma there exists a sequence
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{h̃l}∞l=1 ⊂ Y 1,2(Rn)× L2(Rn) such that h̃l → ~h strongly in Y 1,2(Rn)× L2(Rn) with

h̃l =

N(l)∑
k=l

λk,l~hτk ,

where l ≤ N(l) <∞, λk,l ∈ [0, 1] and
∑N(l)

k=l λk,l = 1. Set

ũ := Df + Sg.

To prove the lemma it is enough to show for t > 0, ũ(·, t) = u(·, t) as functions in
Y 1,2(Rn).

We have from Lemma 5.9.6 that

uτ = −D(fτ ) + S(gτ ).

Set

ul :=

N(l)∑
k=l

λk,luτk .

We show ul(·, t) converges strongly to both u(·, t) and ũ(·, t) in Y 1,2(Rn). From the
bounded mappings D : Y 1,2(Rn)→ S2

+ and S : L2(Rn)→ S2
+ we have

‖∇[ũ(·, t)− ul(·, t)]‖L2(Rn) ≤ ‖~h− h̃l‖Y 1,2(Rn)×L2(Rn) → 0 as l→∞,

where we used the strong convergence of h̃l to ~h. To show ul(·, t) converges strongly to
u(·, t) in Y 1,2(Rn) we write for l ≥ 0,

‖∇ul(·, t)−∇u(·, t)‖L2(Rn) = ‖
N(l)∑
k=l

λk,l∇[uτk − u](·, t)‖L2(Rn)

≤
N(l)∑
k=l

λk,l‖∇[uτk − u](·, t)‖L2(Rn)

≤ sup
k≥l
‖∇[u(·, t+ τk)− u(·, t)]‖L2(Rn),

where we used
∑N(l)

k=l λk,l = 1 and u(·, ·+ τ) = uτ (·, ·) = D(fτ ) + S(gτ ). We can then
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use the continuity of ∇u(·, t) in L2(Rn) (see [BHL+b, Lemma 2.3]) along with τk ↓ 0

to obtain ‖∇ul(·, t)−∇u(·, t)‖L2(Rn) → 0 as l tends to infinity.

Theorem 5.9.10 (Uniqueness of the Regularity Problem Among Good N/R solutions).
Suppose L satisfies Hypothesis B (see Definition 5.8.15). Suppose u is a good N/R
solution, withu(·, 0) = 0, interpreted in the sense of Proposition 5.8.4 (i.e. limt→0 u(t) =

0 weakly in Y 1,2(Rn)). Then u ≡ 0 in Rn+1
+

Proof. By Lemma 5.9.8, we have u = −Df + SLg, where f and g are as in Lemma
5.9.8. It follows that u = SLg, since f = 0 (see the proof of Lemma 5.9.8). Moreover,
by taking traces (in the sense of Proposition 5.8.4) in Y 1,2(Rn) we obtain 0 = SL0 g, for
g ∈ L2(Rn). It follows from the invertibility of SL0 : L2(Rn) → Y 1,2(Rn) that g = 0.
This gives u ≡ 0.

Theorem 5.9.11 (Uniqueness of the Neumann problem among good N/R solutions).
Suppose L satisfies Hypothesis B (see Definition 5.8.15). Suppose u is a good N/R
solution, with ∂νu = 0, interpreted in the sense of Proposition 5.8.5. Then u ≡ 0 in
Rn+1

+ .

Proof. By Lemma 5.9.8, we have u = −Df + Sg, where f and g are as in Lemma
5.9.8. It follows that u = −Df , since g = 0 (see the proof of Lemma 5.9.8), where
f ∈ Y 1,2(Rn). From (5.8.11), we have after taking conormal derivatives, in the sense
of Proposition 5.8.512, and using the jump relations for the conormal of the single layer
potential

0 = ∂νL,+u = −∂νL,+Df = −(−1
2I + K̃)(1

2I + K̃)S−1
0 f in L2(Rn).

The invertibility of ±1
2I + K̃ : L2(Rn) → L2(Rn) and S−1

0 : Y 1,2(Rn) → L2(Rn)

yields that f = 0 and hence u ≡ 0.

12We note that, having obtained the mapping property D → S2
+, the equality of (5.8.11) holds on every

t-slice in the space Y 1,2(Rn) therefore the weak L2(Rn) limits, in t, of the co-normal derivatives ∂νt are
the same.
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5.9.2 The Dirichlet Problem

Lemma 5.9.12. Suppose L satisfies Hypothesis B (see Definition 5.8.15). Let u be
a good D solution. For τ > 0, set (fτ , gτ ) := (Tr0uτ , ∂νuτ ) = (Tr0uτ , ∂ντu) ∈
L2(Rn) × [Y 1,2(Rn)]∗, where we use Lemma 5.9.1 to identify ∂ντu as an element of
[Y 1,2(Rn)]∗. Then

u = −Df + Sg,

where the pair (f, g) ∈ L2(Rn)× [Y 1,2(Rn)]∗ is any convergent weak limit of (fτk , gτk),
τk ↓ 0 in the space L2(Rn)× [Y 1,2(Rn)]∗.

Remark 5.9.13. We note that the existence of at least one such limiting pair (f, g) is
guaranteed by the fact that fτ , gτ are uniformly bounded in L2(Rn) and Y 1,2(Rn)∗

respectively (the first by the hypothesis u ∈ D2
+ and the second by Lemma 5.9.1) together

with the fact that both of these spaces are reflexive.

Unlike the case of goodN/R solutions, here we make no assertion about the unique-
ness of such a limiting pair.

Proof. The proof is quite similar to Lemma 5.9.8, but we provide the details here. We
have that uτ ∈ Y 1,2(Rn+1

+ ) with Luτ = 0 we have

uτ = −D(Tr0uτ ) + S(∂νuτ )

for all τ > 0. Let ~hτk := (fτk , gτk) ⇀ (f, g) =: ~h ∈ L2(Rn) × [Y 1,2(Rn)]∗ be as in
the statement of the lemma. Using Mazur’s lemma there exists a sequence {h̃l}∞l=1 ⊂
L2(Rn)× [Y 1,2(Rn)]∗ such that h̃l → ~h strongly in L2(Rn)× [Y 1,2(Rn)]∗ with

h̃l =

N(l)∑
k=l

λk,l~hτk ,

where l ≤ N(l) <∞, λk,l ∈ [0, 1] and
∑N(l)

k=l λk,l = 1. Set

ũ := Df + Sg
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and

ul :=

N(l)∑
k=l

λk,luτk .

We show ul(·, t) converges strongly to both u(·, t) and ũ(·, t) in L2(Rn). From the
bounded mappings D : L2(Rn)→ D2

+ and S : [Y 1,2(Rn)]∗ → D2
+ we have

‖ũ(·, t)− ul(·, t)‖L2(Rn) ≤ ‖~h− h̃l‖L2(Rn)×[Y 1,2(Rn)]∗ → 0 as l→∞.

To show ul(·, t) converges strongly to u(·, t) in L2(Rn) we write for l ≥ 0,

‖ul(·, t)− u(·, t)‖L2(Rn) = ‖
N(l)∑
k=l

λk,l[uτk − u](·, t)‖L2(Rn)

≤
N(l)∑
k=l

λk,l‖[uτk − u](·, t)‖L2(Rn)

≤ sup
k≥l
‖u(·, t+ τk)− u(·, t)‖L2(Rn),

where we used
∑N(l)

k=l λk,l = 1 and u(·, ·+ τ) = uτ (·, ·) = D(fτ ) + S(gτ ). We can then
use the continuity of u(·, t) in L2(Rn) (see [BHL+b, Lemma 2.3])13 along with τk ↓ 0 to
obtain ‖un(·, t)− u(·, t)‖L2(Rn) → 0 as n tends to infinity. Therefore u = ũ in D2

+ and
the lemma is shown.

Theorem5.9.14 (Uniqueness of theDirichlet problem among goodD solutions). Suppose
L satisfies Hypothesis B (see Definition 5.8.15). Suppose u is a good D solution, with
u(·, t)→ 0 weakly in L2(Rn). Then u ≡ 0.

Proof. By Lemma 5.9.12, we have that u = Sg for some g ∈ [Y 1,2(Rn)]∗, where
g ∈ [Y 1,2(Rn)]∗ is any weak limit of gτk = ∂νL,+uτk , τk ↓ 0 as in Lemma 5.9.12. We
also have (see (5.8.14))

Stg = Dt(S0[−1
2I + K̃]−1g),

where we used [−1
2I + K̃]−1 : [Y 1,2(Rn)]∗ → [Y 1,2(Rn)]∗ and S0 : [Y 1,2(Rn)]∗ →

13We may modify this Lemma, using now the function space W 1,2(Σba) instead of Y 1,2(Σba) to obtain
the desired continuity in L2(Rn) instead of L2∗(Rn).
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L2(Rn). Taking weak limits in L2(Rn) we obtain

0 = [−1
2I +K]S0[−1

2I + K̃]−1g

The invertibility of the mappings −1
2I + K : L2(Rn) → L2(Rn), S0 : [Y 1,2(Rn)]∗ →

L2(Rn) and [−1
2I + K̃]−1 : [Y 1,2(Rn)]∗ → [Y 1,2(Rn)]∗ give that g = 0 in [Y 1,2(Rn)]∗

and hence u ≡ 0.
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Chapter 6

Exponential decay estimates for
fundamental solutions of
Schrödinger-type operators

The research in this chapter was done in collaboration with S. Mayboroda [MP19].

6.1 Introduction

In this section, we continue the introduction to this chapter, already started in Section
1.2.4. Relevant literature review may be found in Section 1.3.6.

LetA = (Aij)
n
i,j=1 be an n×nmatrix with complex boundedmeasurable coefficients

satisfying the uniform ellipticity condition (1.1.4). Let a = (a1, . . . , an) be a vector of
real-valued L2

loc(Rn) functions and assume that V ∈ L1
loc(Rn) is scalar, real valued, and

positive almost everywhere on Rn. Following the tradition and physical significance, we
will refer to a as the magnetic potential and to V as the electric potential. We consider
the generalized Schrödinger operator, formally given by (1.1.8). Let us further denote

Da = ∇− ia,

and let B be the magnetic field, as given in (1.2.22). Due to the gauge invariance
property, one expects B rather than a to be the primary relevant parameter. The most
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important particular cases that will be highlighted throughout the chapter are the magnetic
Schrödinger operator− (∇− ia)2 +V and the generalized electric Schrödinger operator
−divA∇+V . We remark that our operators are not necessarily self-adjoint, in particular,
the matrix A is not required to be symmetric (or even real-valued in the first part of the
chapter).

Our goal is to treat as general a situation as possible taking no regularity assumptions
on A or on V . The Fefferman-Phong Uncertainty Principle requires a mild control on
oscillations of V and B, manifested, for instance, in terms of a membership to suitable
weight spaces. We say thatw ∈ Lploc(R

n), withw > 0 a.e., belongs to the Reverse Hölder
class RHp = RHp(Rn) if there exists a constant C so that for any ball B ⊂ Rn,

(
−
∫
B
wp
)1/p

≤ C−
∫
B
w, (6.1.1)

and the reader will witness below that we typically assume that V + |B| ∈ RHn/2.
Obviously, such potentials are not necessarily smooth and not necessarily bounded. Let
us briefly mention here that a lot of attention has been devoted to certain polynomial
potentials - in particular, because they serve as a toy model in related problems in
semiclassical analysis. Any non-negative polynomial belongs to RHn/2 class, with the
constant depending on the degree and the dimension. In fact, for any polynomial P and
α > 0 we have |P |α ∈ RHp for any p > 1, with the constant depending only on α, n,
and the degree of P , and |X|α ∈ RHn/2 for any α > −2.

For a function w ∈ RHp, p ≥ n
2 , define the maximal functionm(X,w) by

1

m(X,w)
:= sup

r>0

{
r :

1

rn−2

∫
B(X,r)

w ≤ 1
}
, (6.1.2)

and the distance function

d(X,Y,w) = inf
γ

1∫
0

m(γ(t), w)|γ′(t)| dt, (6.1.3)

where γ : [0, 1]→ Rn is absolutely continuous and γ(0) = X, γ(1) = Y . Finally, for any
U ⊂ Rn, we let d(X,U,w) := inf

Y ∈U
d(X,Y,w). The functionm comes from the Uncer-

tainty Principle, which is generalized in the present chapter to serve the operators (1.1.8).

392



Its explicit formula (6.1.2) was introduced in [She95]. Since it is one of the main points
underpinning many of our results, let us say a few more words. The functionmmeasures
the sum of the contributions of the kinetic energy <eADafDaf and potential energy
V |f |2, reaching optimum when f is a bump. In this vein, we find the definition (6.1.2)
more telling than any of the particular representations, but let us mention nonetheless that
in the aforementioned case V = |P |α, α > 0, we have m(·, V ) ≈

∑
|β|≤k |∂βP |

α
α|β|+2 ,

where k is the degree of P [She96a]. In the context of polynomial-like potentials, by
methods crucially relying on smoothness, the Uncertainty Principle has been proved in
[Smi98, HM88, HN85,MN91]. However, the real breakthrough in this direction came
when Fefferman and Phong treated the non-smooth potentials [Fef83]. This approach has
been further formalized in [She95] to address V ∈ RHn/2 and in [She96a], [BA10], to
treat magnetic potentials.

With this notation in mind, we list our main results.

For any operator L given by (1.1.8) and for any f ∈ L2(Rn) with compact support,
there exist constants d̃, ε, C > 0 such that∫{

X∈Rn|d(X,supp f,V+|B|)≥d̃
}m (·, V + |B|)2 |L−1f |2e2εd(·,supp f,V+|B|)

≤ C
∫
Rn
|f |2 1

m(X,V + |B|)2
, (6.1.4)

provided that A is an elliptic matrix with complex bounded measurable coefficients, and
either a = 0 and V ∈ RHn/2, or, more generally, a ∈ L2

loc(Rn), V > 0 a.e. on Rn, and
V + |B| ∈ RHn/2,

0 ≤ V ≤ cm(·, V + |B|)2,

|∇B| ≤ c′m(·, V + |B|)3.

(6.1.5)

An analogous estimate holds for the resolvent operator (I + t2L)−1, t > 0:

∫
{X ∈ Rn : d(X, supp f, V + |B| + 1

t2
) ≥ d̃}

m(·, V + |B|+ 1
t2

)2
∣∣(I + t2L)−1f

∣∣2 e2εd(·,supp f,V+|B|+ 1
t2

)

≤ C
∫
Rn

|f |2m
(
·, V + |B|+ 1

t2

)2
. (6.1.6)
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In other words, L−1f decays as e−εd(·,supp f,V+|B|) away from the support of f and
the resolvent decays as e−εd(·,supp f,V+|B|+ 1

t2
). The strongest previously known result for

the resolvent (almost) in this generality is due to Germinet and Klein [GK03]. Their work
is restricted to self-adjoint operators, but otherwise, modulo some technical differences,
they treat considerably more general elliptic systems than we do, including the Maxwell
equation, and they go much farther towards the Combes-Thomas estimates. However,
the exponential decay that they postulate is a much weaker estimate with 1

t2
in place of

our V + |B| + 1
t2
. They do not treat the operator L−1. Actually, an estimate with 1

t2
in

place of our V + |B| + 1
t2

has also appeared in many sources before but under stronger
assumptions on the operator, and we do not attempt to review the corresponding literature.

Due to a possible lack of local boundedness of solutions to (1.1.8), the L2 estimates
in (6.1.4) are of the nature of the best possible. However, for operators whose solutions
satisfy Moser and/or Harnack inequality stronger pointwise bounds can be obtained. For
instance, if a ∈ L2

loc(Rn), and assumptions (6.1.5) are satisfied, then

|ΓM (X,Y )| ≤ Ce−εd(X,Y,V+|B|)

|X − Y |n−2
for a.e. X,Y ∈ Rn, (6.1.7)

where ΓM is an integral kernel of the magnetic Schrödinger operator (1.1.7), that is, the
solution toLMΓ(X,Y ) = δy(X),X,Y ∈ Rn, interpreted in a suitable weak sense. More
generally, this bound is valid for any operator (1.1.8) with an elliptic matrixA of complex
bounded measurable coefficients and (6.1.5), assuming, in addition, local boundedness
of solutions and a classical estimate on the fundamental solution by |X − Y |2−n – see
Theorem 6.6.7.

Finally, if fundamental solutions are bounded from above and below by a multiple of
|X − Y |2−n, e.g., if A is a real, bounded, elliptic matrix, V ∈ RHn

2
, and a = 0, then

we establish both upper and lower estimates (1.2.18) – see Corollaries 6.6.16 and 6.7.35.
This covers the case of the generalized electric Schrödinger operator.

The outline of this chapter is as follows. In Section 6.2, we present a theory of
a generalized magnetic Schrödinger operator L from (1.1.8), we define the resolvent,
the heat semigroup, the inverse of L, and other notions. In Section 6.3, we provide
auxiliary estimates on the maximal function m and distance d; most of the material in
this section is well-known. In Section 6.4, we establish exponential decay in L2 for the
resolvent of the operator L and for L−1, including (6.1.4) and (6.1.6). In Section 6.5, we
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provide a construction of the fundamental solution to the magnetic Schrödinger operator
with a ∈ L2

loc(Rn) and V ∈ L1
loc(Rn), V > 0 a.e., together with the basic bound by

C|X − Y |2−n. In Section 6.6, we establish exponential upper pointwise bounds on the
fundamental solution, including, in particular, (6.1.7) and the upper bound in (1.2.18). In
Section 6.7, we give exponential lower bounds for the fundamental solution, including,
in particular, the lower bound in (1.2.18).

6.2 The theory of the generalized magnetic Schrödinger oper-
ator

6.2.1 Preliminaries

We always assume n ≥ 3. Let L be the operator formally given by (1.1.8), where
a ∈ L2

loc(Rn) is a real-valued vector function, A is an elliptic matrix with complex,
bounded measurable coefficients, V ∈ L1

loc(Rn) is scalar, complex. We will write
<e V = V + − V − where V ± ≥ 0. The negative part, V −, must satisfy∫

Rn
V −|u|2 ≤ c1

∫
Rn
<eADauDau + c2‖u‖2L2(Rn), for each u ∈ C∞c (Rn),

(6.2.1)
where c1 ∈ [0, 1) and c2 ∈ [0,∞).

LetH := L2(Rn). Corresponding to the operator L given in (1.1.8), we consider for
u, v ∈ C∞c (Rn) the form

l(u, v) :=

∫
Rn
ADauDav + V uv. (6.2.2)

and then define the domain of l as the completion of C∞c (Rn) with respect to the norm

‖u‖l :=
√
<e l(u, u) + (1 + c2)‖u‖2H , (6.2.3)

which will henceforth be known as D(l). This can be done because by adding 0 ≤
c1

∫
Rn [<e V + V −]|u|2 to (6.2.1), we see that∫
Rn
V −|u|2 ≤ c1

1− c1
<e l(u, u) +

c2

1− c1
‖u‖2H , for each u ∈ D(l), (6.2.4)
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and so <e l(u, u) + c2‖u‖2H ≥ 0. It immediately follows that

‖u‖l = 0 =⇒ u = 0 a.e. on Rn,

and (D(l), ‖ · ‖l) is a normed space. From (6.2.4) we can see that∫
Rn
V −|u|2 ≤ 1

1− c1
‖u‖2l , for each u ∈ D(l). (6.2.5)

Moreover, using (6.2.1) and the fact that <e V = V + − V −, it is easy to conclude that∫
Rn
V +|u|2 ≤ ‖u‖2l , for each u ∈ D(l). (6.2.6)

We will also need to consider the following condition on the imaginary part of V :∫
Rn
|Im V | |u||v| ≤ c3

√
<e l(u, u) + c4‖u‖2H

√
<e l(v, v) + c4‖v‖2H , (6.2.7)

for each u, v ∈ D(l), where c3 > 0 and c4 is either 0 or 1. Of course, the condition (6.2.7)
with c4 = 0 implies the one with c4 = 1, but we’ll see that for the non-homogeneous
setting, the case c4 = 1 is enough for us. As a start, we recall the diamagnetic inequality,
which can be formulated as

Lemma 6.2.8. Suppose that a is a measurable function on Rn and let u be a measurable
function onRn such thatDau is a measurable function onRn. Then∇|u| is a measurable
function on Rn, and ∣∣∣∇|u|(X)

∣∣∣ ≤ ∣∣∣Dau(X)
∣∣∣, (6.2.9)

for almost every X ∈ Rn.

Let 2∗ := 2n
n−2 . By the Sobolev Embedding, we have that

‖u‖L2∗ (Rn) ≤ C‖∇u‖L2(Rn).

Observe that the map ‖∇ · ‖L2(Rn) is a norm on C∞c (Rn). Define Y 1,2 as the completion
of C∞c (Rn) under this norm. The diamagnetic inequality implies
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Corollary 6.2.10. Suppose that a ∈ L2
loc(Rn) and u ∈ C∞c (Rn). Then

‖u‖L2∗ (Rn) ≤ C‖Dau‖L2(Rn).

In particular, D(l) ↪→ L2∗(Rn).

The diamagnetic inequality is especially useful for the aforementioned embedding.
At the moment, we turn to the theory of the form l: the proof of the following proposition
is standard:

Proposition 6.2.11. Let a ∈ L2
loc(Rn), letA be an elliptic matrix with complex, bounded

measurable coefficients, and let V ∈ L1
loc(Rn) satisfying (6.2.1) and (6.2.7) with c4 either

0 or 1. Then the form l is densely defined, bounded below, continuous, and closed. If
c2 ≡ 0 in (6.2.1), then l is accretive.

Unless stated otherwise, take all the assumptions of the previous proposition, with
c2 ≡ 0 in (6.2.1). Using Definition 1.21 of [Ouh05] (with A 7→ L, a 7→ l in the notation
of [Ouh05]), we can define an unbounded operator L : D(L)→ H whereD(L) is given
as

D(L) =
{
u ∈ D(l) s.t. ∃v ∈ H : l(u, φ) = (v, φ)H ∀φ ∈ D(l)

}
, Lu := v.

The operator L is called the operator associated with the form l. Then Proposition 1.22 in
[Ouh05] applies and we conclude that L is densely defined, for every ε > 0 the operator
L+ ε is invertible fromD(L) intoH , and its inverse (L+ ε)−1 is a bounded operator on
H . In addition,

‖ε(L+ ε)−1f‖H ≤ ‖f‖H , for each ε > 0, f ∈ H.

We will denote by l∗ the adjoint form of l, and by L∗ the operator associated to l∗ (see
Proposition 1.24 in [Ouh05]). We also note (Lemma 1.25 in [Ouh05]) that D(L) is a
core of l; that is, D(L) is dense in D(l) under the norm ‖ · ‖l. Moreover, since by the
aforementioned results, the resolvent set ρ(−L) is not empty, then by Proposition 1.35 in
[Ouh05], we see that −L is a closed operator.

We now see that L is an accretive operator (see Definition 1.46 in [Ouh05]) since l is
an accretive form. Since (L+ε) is invertible, then in particular it has dense range. So, by
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Theorem 1.49 in [Ouh05], it follows that L is m-accretive, and that −L is the generator
of a strongly continuous contraction semigroup on H .

6.2.2 The homogeneous operator

So far we have seen that the expression (L + ε)−1f makes sense for ε > 0, but our
previous construction cannot work for the homogeneous case: the operator L as defined
above is not necessarily invertible as a map from D(L) to H = L2(Rn). It is imperative
therefore to construct a homogeneous theory. The following argument is inspired by that
of Section 3 of [ABA07].

Let us use the notation Va,V := D(l), where we will omit the subscript if the magnetic
and electric potentials are clear from context. Observe that by the diamagnetic inequality
we have that (<e

∫
ADauDau)

1
2 is a norm on C∞c (Rn). If c2 ≡ 0, we define the space

V̇ as the completion of C∞c (Rn) under the norm

‖u‖V̇ :=

√
<e
(∫

Rn
ADauDau+ V |u|2

)
.

Indeed, if u ∈ V̇ with ‖u‖V̇ = 0, then by (6.2.1), the diamagnetic inequality and the
Sobolev embedding we obtain

‖u‖
L

2n
n−2 (Rn)

. ‖Dau‖L2(Rn) . ‖u‖V̇ = 0,

whence we must have u = 0 a.e. on Rn. Thus we have V̇ ↪→ L2∗(Rn). For instance, if
a ≡ 0, V ≡ 0, then V̇ = Y 1,2. The form l̇ is given by the same formula as l in (6.2.2) for
u, v ∈ V̇ , and l̇ is a coercive, bounded form on V̇ . Now also suppose that c4 ≡ 0. The
estimates

‖Dau‖2L2(Rn) ≤ C(CA, c1)‖u‖2V̇ ,∫
Rn
|V ||u|2 ≤ C(c1, c3)‖u‖2V̇ ,

‖u‖V̇ ≤ CA‖Dau‖L2(Rn) + ‖|V |
1
2u‖L2(Rn)
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hold for u ∈ V̇ . Actually, if we further assume that V is real-valued, then the map

〈u, v〉l̇I :=

∫
Rn
DauDav + V uv, for each u, v ∈ V̇,

is an inner product on V̇ , and the induced norm is equivalent to ‖ · ‖l. Hence V̇ can be
seen as a Hilbert space when V is real-valued.

Define the operator L̇ : V̇ → V̇ ′ in the following way: for u ∈ V̇ , L̇u is the functional
f ∈ V̇ ′ given by

f(v) = l̇(u, v), for each v ∈ V̇.

Clearly, L̇ is a linear operator, which is bounded on V̇ (this is proven similarly to the
continuity of l). By the Lax-Milgram Theorem, it is also invertible, so that L̇−1 : V̇ ′ → V̇
exists and is unique. This means that for all f ∈ V̇ ′, there exists a unique u ∈ V̇ such that∫

Rn
ADauDav + V uv = (f, v), for each v ∈ V̇,

where (f, v) is the duality pairing of V̇ ′ with V̇ .

The following proposition says that the space of compactly supported L2(Rn) func-
tions can be seen as a subspace of V̇ ′. The proof is omitted.

Proposition 6.2.12. Assume that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded, measurable coefficients, V ∈ L1
loc(Rn) satisfies (6.2.7) and (6.2.1) with c2 ≡

c4 ≡ 0. Suppose f ∈ L2(Rn) is compactly supported. Then f ∈ V̇ ′, and

‖f‖V̇ ′ ≤ C| supp f |
1
n ‖f‖L2(Rn), (6.2.13)

‖L̇−1f‖V̇ ≤ C| supp f |
1
n ‖f‖L2(Rn), (6.2.14)

where C is a constant depending only on CA, c1, and n.

We now prove

Lemma6.2.15. Assume thata ∈ L2
loc(Rn),A is an ellipticmatrix with complex, bounded,

measurable coefficients, V ∈ L1
loc(Rn) satisfies (6.2.7) and (6.2.1) with c2 ≡ c4 ≡ 0.

Suppose f ∈ V̇ ′ ∩ L2(Rn). For ε > 0, let uε = (L + ε)−1f ∈ D(l). Then {uε} is
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a bounded sequence in V̇ which converges strongly in V̇ to L̇−1f . In particular, {uε}
converges to L̇−1f strongly in the topology of L2

loc(Rn), and a subsequence converges
pointwise a.e. on Rn.

Proof. By definition of the sequence {uε}, we have∫
Rn
ADauεDav + (V + ε)uεv =

∫
Rn
f v, for each v ∈ V = D(l), (6.2.16)

and in particular, since uε ∈ V , we can write∫
Rn
ADauεDauε + (V + ε)|uε|2 =

∫
Rn
f uε,

and from this we obtain (since the right-hand side can be re-written as the duality pairing
(f, uε))

‖uε‖2V̇ = <e
∫
Rn
ADauεDauε + V |uε|2 ≤ ‖f‖V̇ ′‖uε‖V̇ ,

yielding the boundedness of the sequence {uε} in V̇ , with

‖uε‖V̇ ≤ ‖f‖V̇ ′ . (6.2.17)

Hence, the sequence has a weak limit, say, u ∈ V̇ . Since by the diamagnetic inequality
(6.2.9) we have∣∣∣ ∫

Rn
εuεφ

∣∣∣ ≤ Cφε‖uε‖L2∗ (Rn) ≤ Cφε‖∇|uε|‖L2(Rn)

≤ Cφε‖Dauε‖L2(Rn) ≤ Cφε‖uε‖V̇ ≤ Cφ,fε, for each φ ∈ C∞c (Rn),

then by taking limit as ε→ 0 on (6.2.16), we get that∫
Rn
ADauDaφ+ V uφ =

∫
Rn
f φ, for each φ ∈ C∞c (Rn),

and hence for all φ ∈ V̇ , as u ∈ V̇ . In other words, u = L̇−1f ∈ V̇ . By the uniqueness
of L̇−1f , it follows the whole sequence {uε} converges weakly to L̇−1f . Now,

<e (f, u) = ‖u‖2V̇ ≤ lim inf
ε→0

‖uε‖2V̇ ≤ lim sup
ε→0

‖uε‖2V̇
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≤ lim sup
ε→0

[
‖uε‖2V̇ +

∫
Rn
ε|uε|2

]
= lim sup

ε→0
<e (f, uε) = <e (f, u),

(6.2.18)

which implies ‖uε‖V̇ → ‖u‖V̇ . This, together with the weak convergence, gives the
strong convergence in V̇ . �

6.2.3 Local solutions to the magnetic Schrödinger operator and their prop-
erties

It will also be of interest to define local solutions for the operator L given in (1.1.8);
under certain conditions, such local solutions will enjoy a Caccioppoli-type estimate and
a Moser estimate (but we don’t prove the latter result until Section 6.5). First, if Ω ⊂ Rn,
we define

Va,V (Ω) =
{
u measurable s.t. Dau ∈ L2(Ω) and |V |

1
2u ∈ L2(Ω)

}
,

and also

Va,V,loc(Ω) =
{
u measurable s.t. Dau ∈ L2

loc(Ω) and |V |
1
2u ∈ L2

loc(Ω)
}
,

with Va,V,0(Ω), the completion of C∞c (Ω) under the topology associated to Va,V (Ω). We
omit the subscripts when possibility of confusion is slim. We remark that, in particular,
the space of functions with compact support which lie in V(Ω) is a subset of V0(Ω), and
if (6.2.1), (6.2.7) are satisfied by V with c2 ≡ c4 ≡ 0, then the elements of V̇ lie in V(Ω)

for any Ω ⊂ Rn. Furthermore, elements of Vloc(Ω) are locally square integrable. Indeed,
since Dau ∈ L2

loc(Ω), then by the diamagnetic inequality (6.2.9), ∇|u| ∈ L2
loc(Ω), and

from this, we conclude u ∈ L2
loc(Ω). Now, if f ∈ (V0(Ω))′, we say that a measurable

function u solves Lu = f on Ω in the weak sense if u ∈ Vloc(Ω) and∫
Ω
ADauDaφ+ V uφ = (f, φ) (6.2.19)

for every φ ∈ C∞c (Ω). By a standard limiting argument it is clear that if u solves Lu = f

on Ω in the weak sense, then (6.2.19) is satisfied for φ ∈ V0(Ω). It’s also clear that
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u = L̇−1f also solves Lu = f on Ω in the weak sense. We present a generalized
Caccioppoli inequality, whose proof is standard:

Theorem 6.2.20. Assume that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded, measurable coefficients, V ∈ L1
loc(Rn) satisfies (6.2.1) and (6.2.7) (with c2 ∈

[0,∞) and c4 either 0 or 1). Suppose f ∈
(
V(BR)

)′
∩ L2

loc(BR), and that Lu = f on
B(X0, R) ⊂ Rn in the weak sense. Then∫

B(X0,r)
|Dau|2 ≤ C

{[ 1

(R− r)2
+ c2

] ∫
B(X0,R)

|u|2 +

∫
B(X0,R)

|f ||u|
}
. (6.2.21)

for every r, 0 < r < R, where C is a constant depending only on c1 and CA.

6.3 The Fefferman-Phong-Shen maximal function and related
properties

Let B be the collection of all balls in Rn, and define

‖w‖RHp := sup
B∈B

(
−
∫
B w

p
)1/p

−
∫
B w

.

The following results are well-known in the theory of the Reverse-Hölder classes (see,
for instance, [Ste93a]):

Proposition 6.3.1. If w ∈ RHp for some p ≥ 1, then w ∈ RHr for each r ∈ [1, p].

Proposition 6.3.2. [Geh73] If w ∈ RHp, for some p ≥ 1, then there exists ε > 0

depending only on ‖w‖RHp , p, and n, such that w ∈ RHr for every r ∈ [p, p + ε).
Moreover, ‖w‖RHr depends only on ‖w‖RHp , p, and n.

Proposition 6.3.3. Ifw ∈ RHp for some p > 1, then there exists a constantC0 depending
only on ‖w‖RHp , p, and n so that for any ball B ⊂ Rn,∫

2B
w ≤ C0

∫
B
w, (6.3.4)

where 2B denotes the ball with same center as B and twice the radius of B.
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Proof. Fix a point X ∈ Rn and r > 0. Then, for any R > r, we observe that

∫
B(X,R)\B(X,r)

w ≤
(∫

B(X,R)\B(X,r)
wp
)1/p
|B(X,R)\B(X, r)|1−

1
p

≤
( Rn

|B(0, 1)|Rn

∫
B(X,R)

wp
)1/p
|B(0, 1)|(Rn − rn)

1− 1
p

≤
( ‖w‖RHp
|B(0, 1)|Rn

∫
B(X,R)

wp
)
|B(0, 1)|Rn/p(Rn − rn)

1− 1
p

= ‖w‖RHp
[
1− rn

Rn

]1− 1
p
∫
B(X,R)

wp, (6.3.5)

where in the first inequality we used Hölder’s Inequality, and in the third one we used the
fact that w ∈ RHp. Let Rw > 0 satisfy

‖w‖RHp
[
1− rn

Rnw

]1− 1
p

=
1

2
,

that is,
Rw
r

=

[
1−

(
1

2‖w‖RHp

) p
p−1

]−1/n

=: α, (6.3.6)

and we note that α does not depend on X or r, and α > 1. Then, for each R ∈ (r, αr],
due to (6.3.5) we observe that∫

B(X,R)
w =

∫
B(X,r)

w +

∫
B(X,R)\B(X,r)

w

≤
∫
B(X,r)

w +
1

2

∫
B(X,R)

w

=⇒
∫
B(X,R)

w ≤ 2

∫
B(X,r)

w. (6.3.7)

Estimate (6.3.7) holds independently of X and r, provided R ∈ (r, αr]. Since α > 1,
there existsM ∈ N such that 2 ≤ αM . For example, we can take

M :=

⌊
ln 2

lnα

⌋
+ 1,
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where b·c is the floor function. Thus, upon applying (6.3.7)M times, we have∫
B(X,2r)

w ≤
∫
B(X,αMr)

w ≤ 2M
∫
B(X,r)

w ≤ 21+ ln 2
lnα

∫
B(X,r)

w,

which gives (6.3.4) with
C0 := 21+ ln 2

lnα .

�

For a function w ∈ RHp, p ≥ n
2 , recall we define the maximal functionm(X,w) by

(6.1.2), and the distance function d(X,Y,w) by (6.1.3). For each r > 0, let

Φ(r) :=
1

rn−2

∫
B(X,r)

w.

Whenever w is understood from context, we will simply write d(X,Y ) = d(X,Y,w). It
is straightforward to prove that d satisfies the triangle inequality.

The following results were proven in [She95]; herewe expose the results while keeping
a careful account of the constants.

Proposition 6.3.8. [She95] Suppose w ∈ L1
loc(Rn). Fix X ∈ Rn, and let r̂ = 1

m(X,w) .
Suppose that r̂ ∈ (0,+∞). Then

Φ(r̂) =
1

r̂n−2

∫
B(X,r̂)

w = 1.

Proof. Suppose otherwise. We note that Φ(r) is continuous on (0,+∞) (because it is
the product of two continuous functions). So if Φ(r̂) < 1, then there exists δ > 0 such
that Φ(r) < 1 for all r ∈ (r̂ − δ, r̂ + δ). If r̂ < +∞, then this contradicts the definition
of r̂ as the supremum of R := {r > 0 | Φ(r) ≤ 1}. So Φ(r̂) ≥ 1. But if Φ(r̂) > 1, then
again there exists δ > 0 such that Φ(r) > 1 for all r ∈ (r̂ − δ, r̂ + δ), so there can be no
sequence {rn} ⊂ R which converges to r̂. It follows that r̂ cannot be a supremum of R.
Thus Φ(r̂) = 1. �

Lemma 6.3.9. [She95] Let w ∈ RHp, p ≥ n
2 , and 0 < r < R. Then

Φ(r) ≤ ‖w‖RHp
(R
r

)n
p
−2

Φ(R).
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That is,

1

rn−2

∫
B(X,r)

w ≤ ‖w‖RHp
(R
r

)n
p
−2 1

Rn−2

∫
B(X,R)

w. (6.3.10)

Proof. We observe that

1

|B(X, r)|

∫
B(X,r)

w ≤
( 1

|B(X, r)|

∫
B(X,r)

wp
) 1
p

≤
(R
r

)n
p
( 1

|B(X,R)|

∫
B(X,R)

wp
) 1
p ≤ ‖w‖RHp

(R
r

)n
p
( 1

|B(X,R)|

∫
B(X,R)

w
)
,

where the first inequality follows from Hölder’s Inequality, and the last one is due to
w ∈ RHp. Multiplying both sides by R2r2 now gives (6.3.10). �

Remark 6.3.11. From Lemma 6.3.9, it is easy to conclude that, if w ∈ RHp, p ≥ n
2 and

w > 0 a.e. on Rn, thenm(·, w) only takes values in (0,+∞).

Observe that by Proposition 6.3.2, if w ∈ RHn
2
, we may actually assume that

w ∈ RHp for some p > n
2 .

Proposition 6.3.12. [She95] Let w ∈ RHp, p >
n
2 . Fix X ∈ Rn and let r̂ = 1

m(X,w) .
Suppose that r > 0 satisfies Φ(r) ∼ 1. That is, there exists a constant Ĉ ≥ 1 such that
1
Ĉ
≤ Φ(r) ≤ Ĉ. Then r ∼ r̂, with constant C̃ :=

(
‖w‖RHpĈ

) 1
2−np . Furthermore, the

converse is true: if r ∼ r̂, then Φ(r) ∼ 1.

Proof. First suppose that r < r̂. Then we can apply Lemma 6.3.9 to see that

1

Ĉ
≤ Φ(r) ≤ ‖w‖RHp

( r̂
r

)n
p
−2

Φ(r̂) = ‖w‖RHp
( r̂
r

)n
p
−2

since Φ(r̂) = 1. Now, p > n
2 implies np − 2 < 0. As such, we have

r̂ ≤
(
‖w‖RHpĈ

) 1
2−np r.
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So in this case we are able to write

1

(‖w‖RHpĈ)
1

2−np

≤ r̂

r
≤
(
‖w‖RHpĈ

) 1
2−np . (6.3.13)

If instead we have r > r̂, similarly we get

1

(‖w‖RHpĈ)
1

2−np

<
r

r̂
≤
(
‖w‖RHpĈ

) 1
2−np

which gives (6.3.13) in this case too. It follows that (6.3.13) is true regardless of whether
r < r̂. This proves the result. �

Lemma 6.3.14. Letw ∈ RHp, p >
n
2 . Then, for any constantC > 0 and anyX,Y ∈ Rn

we have(
‖w‖RHpC

1+log2(C+1)
0

)− 1
2−np ≤ m(X,w)

m(Y,w)
≤
(
‖w‖RHpC

1+log2(C+1)
0

) 1
2−np

if |X − Y | ≤ C

m(X,w)
,

where C0 is the constant from (6.3.4), which depends on ‖w‖RHp , p, and n only. There-
fore,

m(X,w) ∼ m(Y,w) if |X − Y | ≤ C

m(X,w)
. (6.3.15)

Proof. Let r := 1
m(X,w) . Suppose that |X−Y | ≤ Cr. ThenB(Y, r) ⊂ B(X, (C+1)r).

Therefore,

1

rn−2

∫
B(Y,r)

w ≤ 1

rn−2

∫
B(X,(C+1)r)

w

≤ C1+log2(C+1)
0

1

rn−2

∫
B(X,r)

w = C
1+log2(C+1)
0 .

Similarly, we have

1 =
1

rn−2

∫
B(X,r)

w ≤ C1+log2(C+1)
0

1

rn−2

∫
B(Y,r)

w,
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so that
1

C
1+log2(C+1)
0

≤ 1

rn−2

∫
B(Y,r)

w ≤ C1+log2(C+1)
0 ,

which by Proposition 6.3.12 implies that

1(
‖w‖RHpC

1+log2(C+1)
0

) 1
2−np

≤ rm(Y,w) ≤
(
‖w‖RHpC

1+log2(C+1)
0

) 1
2−np .

This means r ∼ 1
m(Y,w) , or equivalently,m(X,w) ∼ m(Y,w). �

Remark 6.3.16. From Lemma 6.3.14 it follows that if Ω ⊂ Rn is a bounded set, then
there exists a constant C, depending on Ω, such that

1

C
≤ m(X,w) ≤ C. (6.3.17)

The following results are proved in [She95].

Lemma 6.3.18. [She95] Let w ∈ RHp, p ≥ n
2 . Then there exist constants C, c, k0 > 0,

depending only on p, ‖w‖p, n, such that for any X,Y ∈ Rn,

m(X,w) ≤ Cm(Y,w)[1 + |X − Y |m(Y,w)]k0 , (6.3.19)

and
m(X,w) ≥ cm(Y,w)[

1 + |X − Y |m(Y,w)
] k0
k0+1

. (6.3.20)

Proposition 6.3.21. [She95] Let n ≥ 3, w ∈ RHp, p >
n
2 . Then there is a constant C,

which is a numerical multiple of C0 from (6.3.4), such that for every X ∈ Rn and every
R > 0, ∫

B(X,R)

w(Z) dz

|Z −X|n−2
≤ C 1

Rn−2

∫
B(X,R)

w(Z) dz. (6.3.22)

Proof. If p = n
2 , then by Proposition 6.3.2, w ∈ RHp+ε for some ε > 0. Therefore, we

can assume p > n
2 without loss of generality. Let q be the Hölder conjugate of p. Since

p > n
2 , then q <

n
n−2 . By Hölder’s Inequality we observe

∫
B(X,R)

w(Z) dz

|Z −X|n−2
≤

(∫
B(X,R)

wp

) 1
p
(∫

B(X,R)

dz

|Z −X|q(n−2)

) 1
q
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≤

(∫
B(X,R)

dz

|Z −X|q(n−2)

) 1
q

C0|B(X,R)|
1
p
−1
∫
B(X,R)

w.

But the integral on the right-hand side can be estimated in spherical coordinates:∫
B(X,R)

dz

|Z −X|q(n−2)
≤ C(n)

∫ R

0

1

rq(n−2)
rn−1 dr

= C(n)
1

n− q(n− 2)
rn−q(n−2)

∣∣∣R
0
≤ C(n)

1

n− q(n− 2)
Rn−q(n−2).

It follows that∫
B(X,R)

w(Z) dz

|Z −X|n−2

≤
(
C(n)

1

n− q(n− 2)

) 1
q

R
n
qR−(n−2)C0(C(n))

− 1
qR
−n
q

∫
B(X,R)

w,

which gives (6.3.22), with constant C =
(
n− q(n− 2)

)− 1
q
C0. �

We also note the following useful observation:

Proposition 6.3.23. Let w ∈ RHp, p >
n
2 . Let X,Y ∈ Rn. Then for any constant

C > 0 there exists a constant C depending on C, ‖w‖RHp , p, and n only such that

d(X,Y,w) ≤ C if |X − Y | ≤ C

m(X,w)
. (6.3.24)

Proof. Let γ be the straight line that connects X to Y . Then

|X − γ(t)| ≤ |X − Y | ≤ C

m(X,w)
, for each t ∈ [0, 1],

per the hypothesis. By (6.3.15), we see thatm(γ(t), w) ∼ m(X,w) for each t ∈ [0, 1], so
that there exists a constant C1 > 0 satisfyingm(γ(t), w) ≤ C1m(X,w) for all t ∈ [0, 1].
By definition of d, we have

d(X,Y,w) ≤
∫ 1

0
m(γ(t), w)|γ′(t)| dt
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≤ C1

∫ 1

0
m(X,w)|γ′(t)| dt = C1m(X,w)|X − Y | ≤ C1C

Finally, take C := C1C. �

The following proposition will be useful in proving the lower bound exponential decay
estimate of Section 6.7.

Proposition 6.3.25. [She99] Let w ∈ RHp, p >
n
2 . Then there exists a constant C > 0,

depending on ‖w‖RHp and n only, which satisfies

X /∈ B
(
Y,

2

m(Y,w)

)
whenever |X − Y | ≥ C

m(X,w)
. (6.3.26)

Proof. Suppose otherwise, so that for each j ∈ N, there are points Xj , Yj ∈ Rn which
satisfy

|Xj − Yj | ≥
j

m(Xj , w)
but Xj ∈ B

(
Yj ,

2

m(Yj , w)

)
whence we have

j

m(Xj , w)
≤ |Xj − Yj | ≤

2

m(Yj , w)
, for each j ∈ N. (6.3.27)

Now, the fact that Xj ∈ B
(
Yj ,

2
m(Yj ,w)

)
for each j ∈ N implies by Lemma 6.3.14

that there is a constant C, independent of j, such that

m(Xj , w) ≤ Cm(Yj , w), for each j ∈ N.

Using this result on (6.3.27) gives

m(Yj , w)j ≤ 2m(Xj , w) ≤ 2Cm(Yj , w), for each j ∈ N

=⇒ j ≤ 2C, for each j ∈ N

which is a contradiction. This establishes the result. �

Next, we present an estimate often known as a Fefferman-Phong inequality for the
magnetic Schrödinger operator. We cite the statement from [BA10]; the proof of the
statement is an easy generalization of the proof first written in [She96a]:
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Theorem 6.3.28. Suppose that a ∈ L2
loc(Rn)n, and moreover assume (6.1.5). Then, for

all u ∈ C1
c (Rn),∫

Rn
m2(X,V + |B|)|u|2 dx ≤ C

∫
Rn

(|Dau|2 + V |u|2) dx, (6.3.29)

where C depends on the constants c, c′ from (6.1.5) and on ‖V + |B|‖RHn
2
.

At this juncture we observe that the Fefferman Phong Inequality of Theorem 6.3.28
is preserved in the class of functions V̇a,V :

Corollary 6.3.30. Suppose that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded, measurable coefficients, and assume (6.1.5). Then, for all u ∈ V̇a,V ,∫
Rn
m2(X,V + |B|)|u|2 dx ≤ C

∫
Rn

(<eADauDau+ V |u|2) dx, (6.3.31)

whereC depends on the constants c, c′ from (6.1.5) and onCA, ‖V + |B|‖RHn
2
. Note that

V is a real (rather than complex) valued function, which is, in addition, non-negative.

6.4 L2 Exponential decay

For notational simplicity, for t > 0 we will write

Lt := L+
1

t2
, Vt := V +

1

t2
, Rt := (1 + t2L)−1 =

1

t2
L−1
t ,

and identify the case t =∞ with L∞ := L, V∞ = V . Per the discussion in Section 6.2,
the family of operators {Rt} is uniformly bounded fromL2(Rn) intoL2(Rn). We assume
that V is real-valued, V ≥ 0, and emphasize that for U an open bounded set in Rn, in
the definition of the spaces Va,V,loc(U) we always take the weight to be V , even when
studying the operators Lt. This can be done, because if

(
V + 1

t2

) 1
2 u ∈ L2

loc(U), then
it necessarily follows that V

1
2u ∈ L2

loc(U). On the other hand, if V
1
2u ∈ L2

loc(U) and
Dau ∈ L2

loc(U), then by the diamagnetic inequality it follows that u ∈ L2
loc(U), which

implies 1
t2
u ∈ L2

loc(U), and so
(
V + 1

t2

) 1
2 u ∈ L2

loc(U). For a bounded set U ⊂ Rn and
c > 1, we define

cU :=
{
X ∈ Rn | ∃Y ∈ U s.t. |X − Y | < c− 1

2
diamU

}
,
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that is, cU is a c−1
2 diam U− neighborhood ofU . Since for each t > 0, Vt+|B| ≥ V +|B|

pointwise a.e. on Rn, then by the definition of the Fefferman-Phong-Shen maximal
function, it is easy to see that

m(X,V + |B|) ≤ m(X,Vt + |B|), for each X ∈ Rn, (6.4.1)

and hence also

d(X,Y, V + |B|) ≤ d(X,Y, Vt + |B|), for each X,Y ∈ Rn. (6.4.2)

Furthermore, if for some p ∈ [1,∞) we have V + |B| ∈ RHp and V + |B| 6= 0 a.e. on
Rn, then for any t > 0, Vt + |B| ∈ RHp with its RHp−norm controlled by that of the
former function.

Proposition 6.4.3. Assume that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded, measurable coefficients, and V ∈ L1
loc(Rn) is real-valued with V ≥ 0 a.e. on

Rn. If a ≡ 0, assume V ∈ RHn
2
, otherwise take assumptions (6.1.5). Suppose U ⊂ Rn

is a bounded open set. Let t ∈ (0,∞] and let u ∈ Vloc(Rn\U) be a solution to Ltu = 0

in the weak sense on Rn\U . Suppose φ ∈ C∞c (Rn) is such that φ ≡ 0 on 2U . Let
g = gt ∈ C∞(Rn) be a non-negative function satisfying |∇g(X)| ≤ C2m(X,Vt + |B|)
for every X ∈ Rn (C2 independent of t). Then∫

Rn
m(X,Vt + |B|)2|uφ|2e2εg dx ≤ C

∫
Rn
|u|2|∇φ|2e2εg dx, (6.4.4)

for any ε ∈ (0, ε0), where ε0 and C depend only on CA, C2, n, ‖V + |B|‖RHn
2
, and the

constants from (6.1.5), but not on t.

Proof. Let f = φeεg and ψ = ψε = uf . Let us prove that ψ ∈ V0(Rn\U) ∩ V̇ .
Since u ∈ Vloc(Rn\U), then Dau ∈ L2

loc(Rn\U) and V
1
2u ∈ L2

loc(Rn\U). Since
f ∈ C∞c (Rn), we have that V

1
2uf ∈ L2

loc(Rn\U). Owing to Corollary 6.2.10, we see
that u ∈ L2

loc(Rn\U). Now, for any η ∈ C∞c (Rn\U),∫
Rn

(fuXi + ufXi)η dx = −
∫
Rn
u(fη)Xi dx+

∫
Rn
ufXiη dx = −

∫
Rn
ufηXi dx,
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which proves that uf is weakly differentiable with gradient f∇u+ u∇f . Since

Daψ = Da(uf) = fDau+ u∇f,

it follows thatDaψ ∈ L2
loc(Rn\U). Henceψ ∈ Vloc(Rn\U). The fact thatψ has compact

support within Rn\U now implies that ψ ∈ V0(Rn\U). Since f is compactly supported
in Rn\U , we have that V |ψ|2 = V |u|2f2 ∈ L1(Rn). Similarly, Daψ ∈ L2(Rn). Hence,
we actually have ψ ∈ V̇ .

By a virtually identical argument, it is easy to see that uf2 ∈ V0(Rn\U). We note
that∫

Rn
|Daψ|2 + Vt|ψ|2 ≤ CA

∫
Rn
<eADaψDaψ + Vt|ψ|2

= CA

∫
Rn
<eA

[
f2DauDau+ fuDau∇f + fu∇fDau+ |u|2∇f∇f

]
+ Vtuuf2

= CA

∫
Rn
<eA

[
DauDa(uf2) + fu∇fDau− fuDau∇f + |u|2∇f∇f

]
+Vtuuf2.

(6.4.5)

Since u solves Ltu = 0 on Rn\U in the weak sense and uf2 ∈ V0(Rn\U), (6.4.5)
reduces to∫

Rn
|Daψ|2 + Vt|ψ|2

≤ C
∫
Rn
|u|2|∇f |2 + C

∫
Rn
<eA

[
fu∇fDau− fuDau∇f

]
= I + II. (6.4.6)

By the boundedness of A and the Cauchy inequality with δ > 0, we observe that

|II| ≤
∫
Rn
δf2|Dau|2 +

∫
Rn

1

δ
|u|2|∇f |2. (6.4.7)

Moreover, a straightforward computation yields

|Da(uf)|2 = f2|Dau|2 + 2f∇f<e (ūDau) + |u|2|∇f |2,
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so that applying the Cauchy inequality we see that

1

2
f2|Dau|2 ≤ |Da(uf)|2 + |u|2|∇f |2. (6.4.8)

Putting together (6.4.8) with (6.4.7), (6.4.6), and the fact that ψ = uf , we achieve∫
Rn
|Daψ|2 + Vt|ψ|2 ≤ C

∫
Rn
|u|2|∇f |2, (6.4.9)

where C is a constant which depends only on CA, n, and not on t. In passing, we note
that by the diamagnetic inequality, (6.4.9) yields∫

Rn
|∇|ψ||2 + Vt|ψ|2 ≤ C

∫
Rn
|u|2|∇f |2.

Using the Fefferman-Phong inequality (6.3.31) and (6.4.9), it follows that we can write∫
Rn
m(·, Vt + |B|)2|ψ|2 ≤ C

∫
Rn
|u|2|∇f |2

≤ C
∫
Rn
|u|2|∇φ|2e2εg + Cε2

∫
Rn
|uφ|2e2εg|∇g|2

≤ C
∫
Rn
|u|2|∇φ|2e2εg + CC2

2ε
2

∫
Rn
m(·, Vt + |B|)2|uφ|2e2εg,

with C independent of t. This implies that for ε small enough, we can absorb the
right-most term into the left-hand side:∫

m(·, Vt + |B|)2|uφ|2e2εg ≤ C
∫
|u|2|∇φ|2e2εg,

and this proves the proposition. �

Heuristically, the idea to prove (6.1.6) is that for fixed Y ∈ Rn, g = d(·, Y, Vt + |B|).
However, the Agmon distance d is not necessarily a smooth function. The next proposition
shows that we can procure a continuous function which is close to d in a uniform way,
and which can be approximated by a sequence of bounded continuous functions. Both
results are given in [She96a].

Proposition 6.4.10. Let w ∈ RHp, p ≥ n
2 . Then for each Y ∈ Rn, there exists a

non-negative function ϕ(·, Y ) = ϕ(·, Y, w) ∈ C∞(Rn) such that for every X ∈ Rn and
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Y ∈ Rn,
|ϕ(X,Y )− d(X,Y,w)| ≤ C, (6.4.11)

and
|∇xϕ(X,Y )| ≤ Cm(X,w), (6.4.12)

where the constants in (6.4.11) and (6.4.12) depend only on ‖w‖RHp , p, and n.

Proposition 6.4.13. Let w ∈ RHp, p ≥ n
2 . For each Y ∈ Rn, there exists a sequence

of non-negative bounded C∞ functions {ϕj(·, Y )} = {ϕj(·, Y, w)} such that, for every
X ∈ Rn,

ϕj(X,Y ) ≤ ϕ(X,Y ) and ϕj(X,Y )→ ϕ(X,Y ) as j →∞,

and
|∇xϕj(X,Y )| ≤ Cm(X,w), (6.4.14)

where C depends on ‖w‖RHp , p, and n only.

For an open bounded set U ⊂ Rn, let

BU,t :=
{
B
(
X,

1

m(X,Vt + |B|)

) ∣∣∣ X ∈ U}.
By the Besicovitch Covering Theorem (see [DiB16] for a proof), there exists a countable
subcollectionB′U,t ofBU,t which coversU , and for which there is uniformly finite overlap
of the balls, ∑

B∈B′U,t

χB ≤ cn,

with cn depending only on the dimension n and not on U nor t. Since U is compact,
there exists a finite subcollection B′′U,t = {Bk}Kk=1 of B′U,t which covers U . Let FU,t be
the family of finite subcollections of BU,t which cover U with finite overlap at most cn.
Clearly, B′′U,t ∈ FU,t, so this family is not empty. Let us first show

Proposition 6.4.15. Assume that a ∈ L2
loc(Rn) and V ∈ L1

loc(Rn) with V ≥ 0 a.e. on
Rn. If a ≡ 0, assume V ∈ RHn

2
, otherwise take assumptions (6.1.5). Then there exists
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d̃ depending on ‖V + |B|‖RHn
2
and n only, such that

{
X ∈ Rn

∣∣ d(X,U, Vt + |B|) ≥ d̃
}
⊆ Rn\

⋃
B∈B′′U,t

4B, for any B′′U,t ∈ FU,t.

Theorem 6.4.16. Assume that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded, measurable coefficients, and V ∈ L1
loc(Rn) with V ≥ 0 a.e. on Rn. If

a ≡ 0, assume V ∈ RHn
2
, otherwise take assumptions (6.1.5). Suppose f ∈ L2(Rn)

is compactly supported, and let t ∈ (0,∞). Then there exists d̃ > 0, depending on
‖V + |B|‖RHn

2
and n only, and there exists ε > 0 such that (6.1.6) holds, where ε

and C depend on CA, n, ‖V + |B|‖RHn
2
, and the constants from (6.1.5), but they are

independent of supp f, t. Moreover, there exists ε > 0 such that∫{
X∈Rn|d(X,supp f,Vt+|B|)≥d̃

}m (·, Vt + |B|)2
∣∣L−1
t f

∣∣2 e2εd(·,supp f,Vt+|B|)

≤ C
∫
Rn
|f |2 1

m(·, Vt + |B|)2
, (6.4.17)

where ε andC depend onCA, n, ‖V + |B|‖RHn
2
, and the constants from (6.1.5), but they

are independent of supp f, t.

Proof. If f = 0 on Rn, then there is nothing to show, so suppose that | supp f | > 0.
Fix t > 0. Let U be any open ball such that supp f ⊂ U , and write u := Rtf . By
construction, u is a weak solution to Ltu = 0 on Rn\U in the weak sense, since

u = Rtf =
1

t2
L−1
t f =⇒ Ltu =

f

t2
.

Let M > 0 such that 4U ⊂ BM = B(0,M). Take φ ∈ C∞c (Rn) with φ ≡ 0 on 2U .
Furthermore, suppose φ ≡ 1 on BM\4U , φ ≡ 0 on Rn\2BM , and

|∇φ| ≤ 2

diamU
on 4U\2U,

|∇φ| ≤ 2

M
on 2BM\BM .

Fix Y ∈ supp f , j ∈ N, and let g = ϕj(X,Y ) = ϕj(X,Y ;Vt + |B|) as in Proposition
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6.4.13. For each j ∈ N, g = ϕj(X,Y ) is an admissible function in Proposition 6.4.3.
Then by 6.4.4, we have∫

BM\4U
m(·, Vt + |B|)2|u|2e2εg

≤
∫
Rn
m(·, Vt + |B|)2|uφ|2e2εg ≤ C

∫
Rn
|u|2|∇φ|2e2εg

≤ C
{∫

4U\2U
|u|2 1

|diamU |2
e2εg +

∫
2BM\BM

|u|2 1

M2
e2εg

}
, (6.4.18)

where C is independent of j,M, Y, U, t. Since g = ϕj(X,Y ) is a bounded function on
Rn and by definition u ∈ L2(Rn) because the resolvent maps L2(Rn) into L2(Rn), it
follows that∣∣∣ ∫

2BM\BM
|u|2 1

M2
e2εg

∣∣∣ ≤ Cj 1

M2

∫
Rn
|u|2 −→ 0 as M →∞.

Consequenty, by Fatou’s lemma,∫
Rn\4U

m(·, Vt + |B|)2|u|2e2εg ≤ C
∫

4U\2U
|u|2 1

| diamU |2
e2εg, (6.4.19)

with C independent of j, Y, U, t.

Now let B′′ ∈ Fsupp f,t, and we can write B′′ = {Bk}Kk=1. Let Ω =
K⋃
k=1

4Bk, fk =

fχBk , and h = max
{

1,
K∑
k=1

χBk

}
. Then it is clear that 4 supp f ⊂ Ω, supp fk ⊂ Bk,

and
1 ≤ h(X) ≤ cn, for each X ∈ Rn,

1

h

K∑
k=1

fk =
1

max
{

1,
K∑
k=1

χBk

} K∑
k=1

fχBk = f.

Let uk := Rt
(

1
hfk
)
. Since

R−1
t

( K∑
k=1

uk

)
=

K∑
k=1

R−1
t uk =

K∑
k=1

1

h
fk = f,
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it follows that u = Rtf =
K∑
k=1

uk by the uniqueness of such a solution in V . Let Yk be

the center of Bk, so that Bk = B
(
Yk,

1
m(Yk,Vt+|B|)

)
. By (6.4.19), for each j ∈ N and

k = 1, . . . ,K we have∫
Rn\4Bk

m(·, Vt + |B|)2|uk|2e2εϕj(·,Yk) ≤ C
∫

4Bk\2Bk
|uk|2

1

| diamBk|2
e2εϕj(·,Yk).

(6.4.20)

We note that for X ∈ 4Bk\2Bk, by definition we have |X − Yk| ≤ 4
m(Yk,Vt+|B|) , which

implies that d(X,Yk) ≤ C, and so by (6.4.11) and Proposition 6.4.13, it follows that
ϕj(·, Yk) ≤ C on 4Bk\2Bk, with C independent of j, Yk. Hence we have∫

Rn\4Bk
m(·, Vt + |B|)2|uk|2e2εϕj(·,Yk) ≤ Cm

(
Yk, Vt + |B|

)2 ∫
Rn
|uk|2

≤ Cm
(
Yk, Vt + |B|

)2 ∫
Rn

1

h2
|fk|2 ≤ C

∫
Bk

|fk|2m
(
·, Vt + |B|

)2
, (6.4.21)

where in the second inequality we used the uniform boundedness of the resolvents Rt
fromL2(Rn) intoL2(Rn), and in the third inequality we used the fact that fk is supported
on Bk and Lemma 6.3.14. Here C is independent of j, Yk and t. Letting j → ∞ on
(6.4.21), using Fatou’s Lemma and (6.4.11), we conclude that for each k = 1, . . . ,K,∫

Rn\4Bk
m(·, Vt + |B|)2|uk|2e2εd(·,Yk,Vt+|B|) ≤ C

∫
Bk

|fk|2m
(
·, Vt + |B|

)2
. (6.4.22)

We remark that, by using L−1
t instead ofRt whenever it has appeared up to this point, we

can prove all the results so far up to (6.4.20). In this case, note that

(∫
4Bk\2Bk

∣∣L−1
t

1

h
fk
∣∣2 1

| diamBk|2
) 1

2

≤ C
∥∥L−1

t

1

h
fk
∥∥
L2∗ (Rn)

≤ C
∥∥DaL

−1
t

1

h
fk
∥∥
L2(Rn)

≤ C
∥∥L−1

t

1

h
fk
∥∥
V̇ ≤ C| supp fk|

1
n ‖fk‖L2(Rn) ≤ C

(∫
Bk

|fk|2
1

m(·, Vt + |B|)2

) 1
2
,

(6.4.23)

where we first used Hölder’s inequality, then the Sobolev inequality and the diamagnetic
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inequality, then the definition of the norm ‖ · ‖V̇ , then (6.2.17) and (6.2.13), and finally
Lemma 6.3.14 and the fact that supp fk ⊂ Bk. Using (6.4.23) and the analogous (6.4.20),
we can thus prove∫

Rn\4Bk
m(·, Vt + |B|)2

∣∣∣L−1
t

(1

h
fk

)∣∣∣2e2εϕj(·,Yk) ≤ C
∫
Bk

|fk|2
1

m(·, Vt + |B|)2
,

(6.4.24)
where C here is independent of t, k and fk.

Let us prove that for each X ∈ Rn\Ω,

K∑
k=1

e−2εd(X,Yk) ≤ Cε, (6.4.25)

where Cε is independent of X , t,K, and the support of f . Fix X ∈ Rn\Ω and let

A` =
{
Y ∈ Rn : |X−Y | ∈

[ `

m(X,Vt + |B|)
,

`+ 1

m(X,Vt + |B|)

)}
, ` ∈ Z, ` ≥ 0.

Now, since X /∈ 4Bk for any k, note that

K∑
k=1

e−2εd(X,Yk) =
∞∑
`=4

∑
Yk∈A`

e−2εd(X,Yk) ≤
∞∑
`=4

(
max
Yk∈A`

e−2εd(X,Yk)
) ∑
Yk∈A`

1. (6.4.26)

Since for all Yk ∈ A` we have that |X − Yk| ≈ `
m(X,Vt+|B|) , it follows by using Lemma

6.3.18 that d(X,Yk) & `δ for all Yk ∈ A` and for some δ > 0. Hence

max
Yk∈A`

e−2εd(X,Yk) ≤ e−cε`δ , for each ` ≥ 4.

For each ` ≥ 4 and Y ∈ A`, write By = B(Y, 1
m(Y,Vt+|B|)). Then

∑
Yk∈A`

1 =
∑
Yk∈A`

|Bk|
|Bk|

≤ 1

minY ∈A` |By|
∑
Yk∈A`

|Bk|

.
1

minY ∈A` |By|

∣∣∣B(X, `

m(X,Vt + |B|)

)∣∣∣
. max

Y ∈A`
[m(Y, Vt + |B|)n]

`n

m(X,Vt + |B|)n
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. (m(X,Vt + |B|)n`k0n)
`n

m(X,Vt + |B|)n
. `(k0+1)n.

Therefore, from (6.4.26) we conclude that

K∑
k=1

e−2εd(X,Yk) .
∞∑
`=4

`(k0+1)ne−cε`
δ
. Cε,

as claimed.

Next, since 4Bk ⊂ Ω, and d(·, supp f, Vt + |B|) ≤ d(·, Yk, Vt + |B|), we note that
for ε′ = 1

2ε and ε small enough,

∫
Rn\Ω

m(·, Vt + |B|)2|u|2e2ε′d(·,supp f)

=

∫
Rn\Ω

∣∣∣ K∑
k=1

m(·, Vt + |B|)ukeε
′[d(·,Yk)+d(·,supp f)]e−ε

′d(·,Yk)]
∣∣∣2

≤
∫
Rn\Ω

[ K∑
k=1

m(·, Vt + |B|)2|uk|2e2εd(·,Yk)
] K∑
j=1

e−2ε′d(·,Yj)

≤ C
K∑
k=1

∫
Rn\Ω

m(·, Vt + |B|)2|uk|2e2εd(·,Yk)

≤ C
K∑
k=1

∫
Rn\4Bk

m(·, Vt + |B|)2|uk|2e2εd(·,Yk)

≤ C
K∑
k=1

∫
Bk

|fk|2m(·, Vt + |B|)2

≤ C
∫
Rn
|f |2m(·, Vt + |B|)2, (6.4.27)

where first we used the Cauchy-Schwartz inequality and (6.4.25), then (6.4.22). We note
that C does not depend on supp f , nor on the subcollection B′′ ∈ F used. Upon using
Proposition 6.4.15, (6.1.6) follows immediately. Similarly, by using (6.4.24) in place of
(6.4.22) in the argument leading up to (6.4.27), it is clear that we achieve (6.4.17). �

We remark that (6.1.6) implies a Gaffney-type estimate:
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∥∥∥(I + t2L)−1f
∥∥∥
L2(E)

≤ Ct2 exp
(
− εdist(E,F )

t

)∥∥∥m(·, V + |B|+ 1

t2

)
f
∥∥∥
L2(F )

(6.4.28)

where f ∈ L2(Rn) is compactly supported with supp f ⊂ F , and E ⊂ Rn satisfies that
d(E,F, V + |B|) is large enough (here and elsewhere, dist(·, ·) denotes the Euclidean
distance). We prove (6.4.28) in the following corollary, which also includes a proof of
(6.1.4).

Corollary 6.4.29. Assume that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded, measurable coefficients, and V ∈ L1
loc(Rn) with V ≥ 0 a.e. on Rn. If

a ≡ 0, assume V ∈ RHn
2
, otherwise take assumptions (6.1.5). Suppose f ∈ L2(Rn)

is compactly supported. Then there exists d̃ > 0, depending on ‖V + |B|‖RHn
2
and n

only, and there exists ε > 0 such that (6.1.4) holds, where ε, C depend on CA, n, ε, ‖V +

|B|‖RHn
2
, and the constants from (6.1.5), and are independent of supp f . Moreover,

supposeE,F are open sets inRn where supp f ⊂ F and d(E ,F , V +|B|) > d̃. Then for
each t > 0, (6.4.28) holds with constants ε, C depending only onCA, n, ε, ‖V +|B|‖RHn

2
,

and the constants from (6.1.5).

Proof. Using (6.4.1) and (6.4.2) on (6.4.17), we observe that∫{
X∈Rn| d(X,supp f,V+|B|)≥d̃

}m (·, V + |B|)2
∣∣L−1
t f

∣∣2 e2εd(·,supp f,V+|B|)

≤ C
∫
Rn
|f |2 1

m(X,Vt + |B|)2
. (6.4.30)

The right-hand side of (6.4.30) converges to the right-hand side of (6.1.4) as t → ∞
by the Lebesgue Monotone Convergence Theorem, since it can be proven that for each
X ∈ Rn,

m(X,Vt + |B|)↘ m(X,V + |B|), as t→∞.

Therefore, we can now achieve (6.1.4) by using Lemma 6.2.15 and Fatou’s Lemma on the
left-hand side of (6.4.30).

To see that (6.4.28) is true, first note that for allX ∈ Rn, if we let rx = 1
m(X,Vt+|B|) ,

then
1 =

1

rn−2
X

∫
B(X,rx)

V +
1

t2
≥
r2
X

t2
|B(0, 1)|,
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and so
1

m(X,Vt + |B|)
≤ 1

|B(0, 1)|
1
2

t.

Using the above fact, (6.1.6), (6.4.2), and the hypothesis on the sets E,F , we can write∫
E
|(I + t2L)−1f |2e2ε

dist(X,F )
t dx ≤ Ct2

∫
F
|f |2m(X,Vt + |B|)2 dx,

and from the above inequality, it is clear that (6.4.28) follows. �

6.5 The fundamental solution of the magnetic Schrödinger op-
erator and its properties

In this section we aim to pass to the pointwise estimates.

6.5.1 The semigroup theory, Kato-Simon inequality, and the heat kernel

We use all the notation and definitions from Section 6.2. Let a ∈ L2
loc(Rn), let A be

an elliptic matrix with complex, bounded measurable coefficients, and let V ∈ L1
loc(Rn)

satisfy (6.2.1) and (6.2.7) with c2 ≥ 0 and c4 either 0 or 1. First, recall the Resolvent
formula (see the remarks following Theorem 1.43 in [Ouh05]):

(L+ ε)−1f =

∫ ∞
0

e−εte−tLf dt, for each ε > 0, f ∈ H = L2(Rn) (6.5.1)

and the following identity

e−tLf = lim
m→∞

(
1 +

t

m
L
)−m

f, for each f ∈ H (6.5.2)

where the limits are in the topology ofH (that is, in the L2(Rn)−sense). Define the form

b(u, v) =

∫
Rn
∇u · ∇v, for each u, v ∈ D(b) = W 1,2(Rn).

In a very similar fashion as in Section 6.2, it is easy to see that b is densely defined,
continuous, closed, and accretive. Accordingly, we can define the unbounded operator
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−∆ : D(−∆)→ H , where D(−∆) is given as

D(−∆) =
{
u ∈ D(b) s.t. ∃v ∈ H : b(u, φ) = (v, φ)H ∀φ ∈ D(b)

}
, −∆u := v.

HenceD(−∆) is dense inW 1,2(Rn), (−∆+ε)−1 is invertible onH for every ε > 0, and
there is a strongly continuous contraction semigroup et∆ associated to−∆. Accordingly,
identities analogous to (6.5.1) and (6.5.2) hold. Furthermore, the operator −∆ is known
to enjoy several more properties: its heat semigroup is given by integration against a
non-negative heat kernel p−∆; that is, p−∆(·, · ; t) is a measurable function on Rn × Rn

such that
et∆f(X) =

∫
Rn
p−∆(X,Y ; t)f(Y ) dy,

for a.e. X ∈ Rn and for every t > 0, f ∈ L2(Rn), and

|p−∆(X,Y ; t)| ≤ Ct−n/2 for all t > 0.

The operator−∆ also has a homogeneous realization, which by a slight abuse of notation
we denote as −∆. The fundamental solution of −∆, Γ−∆, is well-known to exist and to
satisfy

cn
|X − Y |n−2

= Γ−∆(X,Y ) =

∫ ∞
0

p−∆(X,Y ; t) dt,

where cn is a dimensional constant. For each compactly supported f ∈ L∞(Rn), we can
write

(−∆)−1f(X) =

∫
Rn

Γ−∆(X,Y )f(Y ) dy, a.e. X ∈ Rn.

From the non-negativity of the heat kernel p−∆ and the resolvent formula, we deduce that
if 0 ≤ f ≤ g with f, g ∈ L2(Rn), then for all ε > 0 one has

(−∆ + ε)−1f ≤ (−∆ + ε)−1g (6.5.3)

in the a.e. sense on Rn.

In the case that A ≡ I , a ∈ L2
loc(Rn) is real-valued, and V ∈ L1

loc(Rn) with V ≥ 0

a.e. on Rn, we have the Kato-Simon inequality, the following formulation of which can
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be found in [LS81], Lemma 6:

|(L+ ε)−1f | ≤ (−∆ + ε)−1|f |, for each f ∈ H = L2(Rn). (6.5.4)

A function pL(X,Y ; t) : Rn × Rn × R+ → R is called a heat kernel of the semigroup
e−tL if for each t > 0, pL(·, · ; t) is a measurable function on Rn × Rn, and

e−tLf(X) =

∫
Rn
pL(X,Y ; t)f(Y ) dy,

for a.e. X ∈ Rn and for every t > 0, f ∈ L2(Rn). It is clear that if a heat kernel to the
semigroup e−tL exists, then it must be unique. Let us prove

Proposition 6.5.5. Suppose that a ∈ L2
loc(Rn), A ≡ I , and V ∈ L1

loc(Rn) with V
real-valued and V ≥ 0 a.e. on Rn. Then

|e−tLf | ≤ et∆|f |, for each t > 0, f ∈ H. (6.5.6)

Furthermore, e−tL can be seen as a bounded map from L1(Rn) into L∞(Rn). The heat
kernel pL of the semigroup e−tL exists, and moreover it satisfies

|pL(X,Y ; t)| ≤ p−∆(X,Y ; t) (6.5.7)

for all t > 0, a.e. X ∈ Rn, a.e. Y ∈ Rn.

Proof. It is immediate that (6.5.4) can be rewritten as∣∣∣(1

ε
L+ 1

)−1
f
∣∣∣ ≤ (1

ε
(−∆) + 1

)−1
|f |,

for ε > 0 and f ∈ H . Using the observation (6.5.3) and the Kato-Simon inequality, we
note that∣∣∣(1

ε
L+ 1

)−m
f
∣∣∣ ≤ (1

ε
(−∆) + 1

)−1∣∣∣(1

ε
L+ 1

)−m+1
f
∣∣∣ ≤ · · · ≤ (1

ε
(−∆) + 1

)−m
|f |

for anym ∈ N, ε > 0 and f ∈ H . It thus follows that∣∣∣( t
m
L+ 1

)−m
f
∣∣∣ ≤ ( t

m
(−∆) + 1

)−m
|f |
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for all t > 0, all m ∈ N and all f ∈ H . We take limit as m → ∞ using (6.5.2), and
(6.5.6) follows.

Now, we’ll show e−tL can be seen as a bounded operator mapping L1(Rn) into
L∞(Rn). To see this, note that for f ∈ C∞c (Rn), we have by (6.5.6),

|e−tLf(X)| ≤ et∆|f |(X) ≤ ‖et∆|f |‖L∞(Rn) ≤ Ct−
n
2 ‖f‖L1(Rn), a.e. X ∈ Rn

whence

‖e−tLf‖L∞(Rn) ≤ Ct−
n
2 ‖f‖L1(Rn), for each f ∈ C∞c (Rn),

and therefore, using the density of C∞c (Rn) in L1(Rn), it follows that we can see e−tL

as a map of L1(Rn) into L∞(Rn), and a similar argument gives that e−tL : L2(Rn) →
L∞(Rn) is also a bounded map, with

‖e−tL‖L2→L∞ ≤ Ct−
n
4 , for each t > 0.

By Dunford’s Theorem (see [DP40]), this implies the existence of a measurable function
pL(·, ·, t) on Rn × Rn, which satisfies

e−tLf(X) =

∫
Rn
pL(X,Y ; t)f(Y ) dy, for each t > 0, a.e. X ∈ Rn, f ∈ L2(Rn).

(6.5.8)
At this point we show the domination of pL by p−∆. Fix (X, t) ∈ Rn × (0,∞) such that
pL(X, · ; t) is measurable in Rn. Suppose there exists B ⊂ Rn such that

|pL(X,Y ; t)| > p−∆(X,Y ; t), Y ∈ B.

Using (6.5.6) and (6.5.8) with f = χB
pL
|pL| , it is readily observed that for a.e. X ∈ Rn,

all t > 0, ∫
B
|pL(X,Y ; t)| dy ≤

∫
B
p−∆(X,Y ; t) dy,

and so it follows that |B| = 0. More precisely, for all t > 0, for almost every X ∈ Rn,
for almost every Y ∈ Rn, the inequality (6.5.7) holds. �
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6.5.2 The fundamental solution of the magnetic Schrödinger operator, part
I

In the following definition, L is either L + ε for ε > 0 or L̇, with H ,R the domain
and range respectively of these operators. Specifically, when L = L + ε, we write
H = D(L), R = L2(Rn). When L = L̇, we write H = V̇ , R = V̇ ′.

Definition 6.5.9. We say that a measurable function Γ(X,Y ) defined on Rn ×Rn is the
fundamental solution to the invertible operator L : H → R if the following conditions
are satisfied:

1. For each f ∈ C∞c (Rn), the function

uf =

∫
Rn

Γ(·, Y )f(Y ) dy

lies in H and satisfies uf = L −1f .
2. For a.e. Y ∈ Rn, Γ(·, Y ) solves L Γ = 0 in the weak sense locally on Rn\{Y }.

We carefully note that we avoid for now a stronger traditional statement that L Γ = δ

in the sense of distributions. We will discuss this further below.

At this point, for ε ≥ 0 note due to (6.5.7) that∫ ∞
0

e−εt|pL(X,Y ; t)| dt

≤
∫ ∞

0
|p−∆(X,Y ; t)| dt =

∫ ∞
0

p−∆(X,Y ; t) dt = Γ−∆(X,Y ) <∞ (6.5.10)

for a.e. X,Y ∈ Rn, X 6= Y . For each ε ≥ 0, we define the measurable function
ΓL+ε(X,Y ) given by

ΓL+ε(X,Y ) :=

∫ ∞
0

e−εtpL(X,Y ; t) dt, (6.5.11)

and we will eventually see that this function is the fundamental solution to the operator
L+ ε (we use the notation ΓL for ε = 0; ΓL will be seen to be the fundamental solution
to the operator L̇). Due to (6.5.10), a function given by (6.5.11) is well-defined and finite
a.e.. The following lemma captures the expected convergence result:
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Lemma 6.5.12. Suppose that a ∈ L2
loc(Rn), A ≡ I , and V ∈ L1

loc(Rn) with V real-
valued and V ≥ 0 a.e. on Rn. Then for every compactly supported f ∈ L∞(Rn),

(L+ ε)−1f(X) −→
∫
Rn

ΓL(X,Y )f(Y ) dy, for a.e. X ∈ Rn, (6.5.13)

and
ΓL+ε(X,Y ) −→ ΓL(X,Y ) for a.e. X,Y ∈ Rn, X 6= Y, (6.5.14)

as ε↘ 0.

Proof. Fix f ∈ L∞(Rn) with compact support. For each ε ≥ 0, we have

∫ ∞
0

∫
Rn
e−εt|pL||f | dy dt ≤

∫ ∞
0

∫
Rn
e−εtp−∆|f | dy dt

≤
∫
Rn

Γ−∆|f | dy = (−∆)−1|f |, (6.5.15)

where in the second inequality we used Tonelli’s Theorem. Since (−∆)−1|f | is a
measurable finite a.e. function, it follows that for almost everyX ∈ Rn and every ε > 0,
Fubini’s Theorem can be applied to (6.5.1) when (6.5.8) is used. Hence, using (6.5.11),
we arrive at the identity

(L+ ε)−1f(X) =

∫
Rn

ΓL+ε(X,Y )f(Y ) dy, (6.5.16)

valid a.e. in Rn, for ε > 0 and f ∈ L∞(Rn) with compact support. It is clear that

e−εtpL(X,Y ; t)f(Y ) −→ pL(X,Y ; t)f(Y )

pointwise in (Y, t) for almost every X ∈ Rn, as ε ↘ 0. Moreover, note that for a.e.
Y ∈ Rn,

|e−εtpL(X,Y ; t)f(Y )| ≤ |pL(X,Y ; t)f(Y )| ≤ p−∆(X,Y ; t)|f(Y )|

and, since for almost every X ∈ Rn,∫
Rn

∫ ∞
0

p−∆(X,Y ; t)|f(Y )| dt dy < +∞,
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then for almost every X ∈ Rn, we can apply the Lebesgue Dominated Convergence
Theorem to get∫

Rn

∫ ∞
0

e−εtp−H(X,Y ; t)f(Y ) dt dy −→
∫
Rn

∫ ∞
0

p−H(X,Y ; t)f(Y ) dt dy,

which is (6.5.13). A very similar convergence argument delivers (6.5.14). �

Combining the results of this section with Lemma 6.2.15, we have

Theorem 6.5.17. Suppose a ∈ L2
loc(Rn), A ≡ I , V ∈ L1

loc(Rn) with V ≥ 0 a.e. on Rn.
Then the function ΓL(X,Y ) given in (6.5.11) satisfies the following properties:

a) For any f ∈ L∞(Rn) with compact support, the function defined by

uf =

∫
Rn

ΓL(·, Y )f(Y ) dy

lies in V̇ and is the unique element in V̇ satisfying Luf = f in the sense of
distributions on Rn. Moreover the sequence {(L + ε)−1f} converges pointwise
almost everywhere on Rn, and strongly in V̇ , to uf as ε↘ 0.

b) There exists a constant C depending only on n,CA, such that for a.e. X,Y ∈ Rn,

|ΓL(X,Y )| ≤ C

|X − Y |n−2
. (6.5.18)

c) For a.e. Y ∈ Rn, ΓL(·, Y ) ∈ L1
loc(Rn), and ΓL(·, Y ) ∈ L∞loc(Rn\{Y }).

Proof. Statements b) and c) hold by the definition of ΓL and (6.5.7). Statement a)
holds by (6.5.13) and Lemma 6.2.15. �

Theorem 6.5.17 doesn’t yet give the existence of a fundamental solution, but it does
give the existence of an integral kernel of the operator L̇−1. Missing from the theorem
is another important aspect of the fundamental solution, which is that LΓL(·, Y ) = δy in
the sense of distributions on Rn. Though this latter fact may not be accessible to us in
the full generality, we will need some variation of LΓL(·, Y ) = 0 in the weak sense on
Rn\{Y } to satisfy the conditions of Definition 6.5.9. For this purpose, it is necessary to
prove DaΓL(·, Y ) ∈ L2

loc(Rn\{Y }).

At this point, we can prove an important property of local weak solutions to the
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operator L; namely, the local uniform boundedness of weak solutions to the operator L,
also known as a Moser estimate. We capture this result in

Theorem 6.5.19. Assume that a ∈ L2
loc(Rn), A ≡ I , and V ∈ L1

loc(Rn) with V ≥ 0

a.e. on Rn. Let B ≡ B(X0, R) ⊂ Rn, f ∈ L∞(B), and suppose u solves Lu = f in the
weak sense on 2B := B(X0, 2R). Then u is locally essentially bounded, and

‖u‖L∞( 1
4
B) ≤ C

{(
−
∫

2B
|u|2
) 1

2
+R2

(
−
∫

2B
|f |2

) 1
2
}
.

Proof. This result is proven in Lemma 1.3 of [She96b] for magnetic Schrödinger operators
with potentials V + ε where ε > 0 is a constant. The proof for the magnetic Schrödinger
operators satisfying the hypothesis of the theorem as stated here follows as soon as one
establishes a Kato-Simon inequality for such operators. More precisely, we want to prove
that

|L̇−1f |(X) ≤
∫
Rn

Γ−∆(X,Y )|f(Y )| dy, for a.e. X ∈ Rn, (6.5.20)

is true for each f ∈ L2(Rn) with compact support (note that (6.5.20) should make sense
even when

∫
Rn Γ−∆(X,Y )f(Y ) dy = +∞). We note that if f ∈ L∞(Rn) with compact

support, then we can prove (6.5.20) as follows: Recall that

(−∆ + ε)−1|f |(X) ≤
∫
Rn

Γ−∆(X,Y )|f(Y )| dy, for each ε > 0, a.e. X ∈ Rn.

Using the Kato-Simon inequality (6.5.4) for operators L + ε and the previous estimate,
we can write that∣∣∣(L+ ε)−1f(X)

∣∣∣ ≤ ∫
Rn

Γ−∆(X,Y )|f(Y )| dy, for each ε > 0, a.e. X ∈ Rn.

Consequently, using a) in Theorem 6.5.17 and taking lim inf as ε ↘ 0 in the above
inequality yields

|L̇−1f(X)| ≤
∫
Rn

Γ−∆(X,Y )|f(Y )| dy, a.e. X ∈ Rn,

which establishes (6.5.20) in this case. Now suppose f ∈ L2(Rn) has compact support,
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and for each k ∈ N let

fk(X) :=

{
f(X), if |f(X)| ≤ k
k, if |f(X)| > k.

We note that for each k ∈ N, f ∈ L∞(Rn), supp fk = supp f , fk → f in L2(Rn) as
k →∞, and

|fk(X)| ↗ |f(X)|, for a.e. X ∈ Rn as k →∞.

Observe that for each k ∈ N and a.e. X ∈ Rn,

|L̇−1fk(X)| ≤
∫
Rn

Γ−∆(X,Y )|fk(Y )| dy ≤
∫
Rn

Γ−∆(X,Y )|f(Y )| dy. (6.5.21)

Since fk → f in L2(Rn) and supp fk = supp f , it follows that fk → f in the topology
of V̇ ′. Hence L̇−1fk → L̇−1f in V̇ as k → ∞, since L̇−1 is a continuous operator. In
particular, a subsequence of {L̇−1fk} converges to L̇−1f pointwise a.e. in Rn. Hence,
passing to infinity along this subsequence in (6.5.21) implies the desired estimate (6.5.20).

With (6.5.20) at hand, the proof in [She96b] can be retraced to prove the theorem in
the desired generality. �

6.5.3 The fundamental solution of the magnetic Schrödinger operator with
smooth coefficients

Suppose that a ∈ C∞c (Rn), A is an elliptic matrix with complex, bounded measurable
coefficients, and V ∈ C∞(Rn) ∩ L∞(Rn) satisfies (6.2.7), (6.2.1) with c2 ≡ c4 ≡ 0. In
this case, the elements of D(l) coincide with those of W 1,2(Rn). To see this, suppose
u ∈ W 1,2(Rn). Then by definition u ∈ L2(Rn), thus |<e V |

1
2u ∈ L2(Rn), and the

expression Dau = ∇u − iau clearly lies in L2(Rn), showing W 1,2(Rn) ⊂ D(l). On
the other hand, if u ∈ D(l), then u ∈ L2(Rn) by definition, and it can easily be shown
that Dau ∈ L2(Rn); hence ∇u ∈ L2(Rn), so that D(l) ⊂ W 1,2(Rn). In a similar way,
the elements of V̇ can be shown to coincide with Y 1,2, which is the space of elements of
Ẇ 1,2(Rn) which lie also in L2∗(Rn).
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Next, further assume that A ≡ I and that V ≥ 0. Then we recover all the previous
results; so, for instance we have the results of Lemma 6.2.15 and Theorem 6.5.17.
Moreover, we can prove

Theorem 6.5.22. Assume a ∈ C∞c (Rn), A ≡ I , and V ∈ C∞(Rn) ∩L∞(Rn) is a non-
negative function. Then the function ΓL(X,Y ) from Theorem 6.5.17 is the fundamental
solution to the operator L̇, and moreover enjoys the following properties:

a) For fixed Y ∈ Rn, ΓL(·, Y ) ∈W 1,2
loc (Rn\{Y }), andDa ·DaΓL ∈ L∞loc(Rn\{Y }).

b) For fixed Y ∈ Rn, the equation LΓL = δy holds in the sense of distributions. That
is, for each φ ∈ C∞c (Rn),∫

Rn

[
ΓL(X,Y )Da ·Daφ(X) + V (X)ΓL(X,Y )φ(X)

]
dx = φ(Y ).

c) For almost every Y ∈ Rn, the equation

Da ·DaΓL(X,Y ) + V (X)ΓL(X,Y ) = 0 (6.5.23)

holds (in particular, in the sense of distributions on Rn\{Y }).
d) The identity

ΓL(X,Y ) ≡ ΓL∗(Y,X) (6.5.24)

holds in the a.e. sense on Rn × Rn.

Proof. Let f ∈ C∞c (Rn) and φ ∈ C∞c (Rn). By Theorem 6.5.17, it follows that

uf =

∫
Rn

ΓL(·, Y )f(Y ) dy

lies in Y 1,2 and solves Luf = f in the weak sense. That is, for φ ∈ C∞c (Rn) we have

∫
Rn

[
Da

( ∫
Rn

ΓL(X,Y )f(Y ) dy
)
Daφ(X)

+ V (X)
( ∫

Rn
ΓL(X,Y )f(Y ) dy

)
φ(X)

]
dx

=

∫
Rn
f(X)φ(X) dx,
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which we can write as∫
Rn

[∫
Rn

ΓL(X,Y )f(Y ) dyDa ·Daφ(X) +

∫
Rn
V (X)ΓL(X,Y )f(Y )φ(X) dy

]
dx

=

∫
Rn
f(X)φ(X) dx.

Using Fubini’s Theorem, which is valid due to our assumptions on a and V , the above
equality becomes∫

Rn
f(Y )

∫
Rn

[
ΓL(X,Y )Da ·Daφ(X) + V (X)ΓL(X,Y )φ(X)

]
dx dy

=

∫
Rn
f(X)φ(X) dx.

Since f ∈ C∞c (Rn) was arbitrary, the equality∫
Rn

[
ΓL(X,Y )Da ·Daφ(X) + V (X)ΓL(X,Y )φ(X)

]
dx = φ(Y ) (6.5.25)

holds for almost every Y ∈ Rn. This proves property b). By letting h(Y ) = L̇∗φ(Y )

on Rn, we see that h ∈ C∞c (Rn). The invertibility of L̇∗ implies that φ = (L̇∗)−1h, and
hence we can rewrite (6.5.25) to see that

(L̇∗)−1h(Y ) =

∫
Rn

ΓL(X,Y )h(X) dx.

In particular, we have shown that for a.e. Y ∈ Rn,∫
Rn

[
ΓL(X,Y )− ΓL∗(Y,X)

]
h(X) dx = 0, for each h ∈ L̇∗(C∞c (Rn)). (6.5.26)

Since C∞c (Rn) is dense in V̇ , then the bounded operator L̇∗ : V̇ → V̇ ′ maps C∞c (Rn) to
a dense set in V̇ ′. Consequently, (6.5.24) follows.

Now fix Y ∈ Rn, Ω ⊂ Rn a bounded open set, r > 0, call O := Ω\B(Y, r), and let
φ ∈ C∞c (O). Then, from (6.5.25) it follows that for almost every such Y ,∫

Rn
ΓL(X,Y )Da ·Daφ(X) dx = −

∫
Rn
V (X)ΓL(X,Y )φ(X) dx, (6.5.27)
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whence we have ∣∣∣ ∫
O

ΓL(X,Y )Da ·Daφ(X) dx
∣∣∣ ≤ C‖φ‖L1(O) (6.5.28)

where C depends on V and O but does not depend on φ. So consider the distribution

Da ·DaΓL,

defined on C∞c (O). Extend its definition to L1(O) using (6.5.27)-(6.5.28). By (6.5.28)
we observe that this distribution is a bounded linear functional on L1(O). Therefore, it
actually is a measurable function living in L∞(O) and, per (6.5.27), (6.5.23) follows.

To see that ΓL satisfies the conditions of Definition 6.5.9, it remains to show that
for each Y ∈ Rn, DaΓL ∈ L2

loc(Rn\{Y })n. Let Ω ⊂ Rn be a bounded open set with
smooth boundary, and define O = Ω\B(Y, r) for some r > 0. Let h ∈ L2(O)n. We
can use a Hodge Decomposition as in Lemma 4 of Chapter 4 of [AT98], so that there
exists g = gh ∈ Ẇ 1,2(O) such that ‖∇gh‖L2(O) ≤ ‖h‖L2(O). Moreover, h − ∇g is a
divergence-free vector in the weak sense; that is,∫

O
(h−∇g) · ∇φ = 0,

for each φ ∈ Ẇ 1,2(O). We denote by D ′(O) the space of distributions on O . Let
{fk} ⊂ C∞(O) satisfy

fk −→ ΓL in D′(O) and in L2(O) as k →∞.

We can also choose {fk} so that

‖fk‖L∞(O) ≤ C.

For each k ∈ N, we can write

(Dafk,h−∇g) = (∇fk,h−∇g)− (iafk,h−∇g) = −(iafk,h−∇g),

and since
|(afk,h−∇g)| ≤ C‖h−∇g‖L2(O),
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it follows that for any h ∈ L2(O)n,

|(Dafk,h−∇gh)| ≤ C‖h‖L2(O),

where C does not depend on h. Consequently, in order to prove that DaΓL is a bounded
linear functional on L2(O)n (hence, it lies in L2(O)n), it suffices to check that∣∣∣(DaΓL,∇g)

∣∣∣ ≤ C‖∇g‖L2(O), for each g ∈ C∞c (O). (6.5.29)

Since
(DaΓL,∇g) = (DaΓL, Dag) + (DaΓL, iag),

and∣∣∣(DaΓL, Dag)
∣∣∣ ≤ ∣∣∣(Da ·DaΓL, g)

∣∣∣ ≤ C‖g‖L1(O) ≤ C‖g‖L2∗ (Rn) ≤ C‖∇g‖L2(O),

∣∣∣(DaΓL, iag)
∣∣∣ =

∣∣∣(ΓL, iDa · (ag))
∣∣∣

≤ C‖g∇ · a + a · ∇g − i|a|2g‖L1(O) ≤ C‖∇g‖L2(O),

then it is clear that (6.5.29) follows. Hence DaΓL ∈ L2(O). This ends the proof of the
theorem. �

Remark 6.5.30. The abovemethod of proof instantly generalizes the results of this theorem
to the case where a ∈ L4

loc(Rn), div a ∈ L2
loc(Rn), and V ∈ L∞loc(Rn).

6.5.4 The fundamental solution of the magnetic Schrödinger operator, part
II

It is our intent to approximate the magnetic Schrödinger operators with rough coefficients
by those with smooth coefficients. Take a ∈ L2

loc(Rn), and V ∈ L1
loc(Rn) with V ≥ 0

a.e. on Rn. We can construct sequences {ak} ⊂ C∞c (Rn), {Vk} ⊂ C∞(Rn) ∩ L∞(Rn)

respectively, which converge to a, V in the topology of L2
loc(Rn), L1

loc(Rn), respectively.
Moreover, the Vk’s can be chosen to be non-negative. We denote by Lk the operator
associated to ak and Vk. For each k ∈ N, Theorem 6.5.22 applies, giving the existence
of a fundamental solution Γk to the operator Lk.
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We will obtain our desired result in two main steps: First, we show weak convergence
of L̇−1

k to L̇−1 in V̇a,V . Second, we show convergence of the fundamental solutions Γk

to ΓL in the local topology associated to Va,V (Rn\{Y }).

Lemma 6.5.31. Assume that a ∈ L2
loc(Rn), A ≡ I , and V ∈ L1

loc(Rn) with V ≥ 0 a.e.
on Rn. Fix f ∈ L∞(Rn) with compact support. Then

a) {Dak L̇
−1
k f} converges to DaL̇

−1f strongly in L2(Rn).

b) {V
1
2
k L̇
−1
k f} converges to V

1
2 L̇−1f strongly in L2(Rn).

c) {L̇−1
k f} converges weakly to L̇−1f inL2∗(Rn), and strongly in theL2

loc(Rn) sense.

Proof. By Theorem 6.5.17, the sequence uk = L̇−1
k f is well-defined, and for each k ∈ N,

uk ∈ Ẇ 1,2(Rn). By construction, we have∫
Rn
DakukDakφ+ Vkukφ = (f, φ), (6.5.32)

for each φ ∈ Ẇ 1,2(Rn) and each k ∈ N. Plugging in φ = uk, we see that

‖uk‖2V̇ak,Vk
=

∫
Rn
|Dakuk|

2 + Vk|uk|2 = (f, uk) ≤ C‖f‖L2(supp f)‖uk‖L2(supp f),

and since by the Sobolev inequality and the diamagnetic inequality we have

‖uk‖L2(supp f) ≤ C‖uk‖L2∗ (Rn) ≤ C‖Dak
uk‖L2(Rn) ≤ C‖uk‖V̇ak,Vk ,

where C depends on supp f but not on k, then it follows that

‖uk‖V̇ak,Vk ≤ C

where C depends on f . It follows that the sequences {Dak
uk}, {V

1
2
k uk} are uniformly

bounded in L2(Rn). Applying the diamagnetic inequality for each k ∈ N, it follows
that {uk} is a uniformly bounded sequence in L2∗(Rn), so that in particular {uk} is
uniformly bounded in the L2

loc(Rn) sense (by this we mean that the sequence is uniformly
bounded in L2(Ω) for each bounded set Ω ⊂ Rn). Actually, using the Moser estimate,
Theorem 6.5.19, for each k ∈ N, we can see that {uk} is a uniformly bounded sequence
in the L∞loc(Rn) sense. Let g, h, u be weak limits in L2(Rn), L2(Rn) and L2∗(Rn) of

{Dak
uk}, {V

1
2
k uk}, {uk}, respectively. Now fix ψ ∈ C∞c (Rn). Diagonalizing, we pass
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to an indexing set where all three sequences achieve the aforementioned weak limits, and
for ease of notation we say that the entire sequences converge. Observe that for each
k ∈ N we have

(Dau, ψ) =

∫
Rn
uDaψ =

∫
Rn
ukDakψ +

∫
Rn
uk[Daψ −Dakψ] +

∫
Rn

[u− uk]Daψ,

(6.5.33)

and since ∣∣∣∫
Rn

[u− uk]Daψ
∣∣∣ ≤ C‖u− uk‖L2(suppψ) −→ 0,

∣∣∣∫
Rn
uk[Daψ −Dakψ]

∣∣∣ ≤ C‖uk‖L2(suppψ)‖a− ak‖L2(suppψ) −→ 0,

as k →∞, then from (6.5.33) we have

(Dau, ψ) = lim
k→∞

∫
Rn
ukDakψ = lim

k→∞
(Dakuk, ψ) = (g, ψ),

whence by varying over ψ ∈ C∞c (Rn) we conclude thatDau ∈ L2(Rn) andDau ≡ g in
L2(Rn). Likewise, since {V

1
2
k } is a uniformly bounded sequence in the L2

loc(Rn) sense,
and ∣∣∣∫

Rn
V

1
2 [u− uk]ψ

∣∣∣ ≤ ‖ψ‖L∞(Rn)‖V ‖L1(suppψ)‖u− uk‖L2(suppψ) −→ 0,

∣∣∣∫
Rn

[V
1
2 − V

1
2
k ]ukψ

∣∣∣ ≤ ‖ψ‖L∞(Rn)‖uk‖L2(suppψ)

(∫
suppψ

|V
1
2 − V

1
2
k |

2
) 1

2

≤ C‖V − Vk‖
1
2

L1(suppψ)
−→ 0,

as k → ∞, a similar argument to the one above concludes that V
1
2u ∈ L2(Rn) and

V
1
2u ≡ h in L2(Rn). Hence it follows that u ∈ V̇a,V . Taking limit in (6.5.32) as k →∞

for fixed φ ∈ C∞c (Rn), we get

∫
Rn
DauDaφ+ V uφ = (f, φ),

which is valid by the aforementioned observations and the fact that φ ∈ C∞c (Rn). By the
uniqueness of such a function u, we have proven that u = L̇−1f . Since we defined u to
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be a weak limit of {uk} in L2∗(Rn), then the first part of c) is proven.

To prove the last part of c), fix Ω ⊂ Rn a bounded open set. By the Moser estimate,
Theorem 6.5.19, it follows that {uk} is a uniformly bounded sequence in L∞(Ω). Since
{ak} is a uniformly bounded sequence in L2(Ω) and {Dakuk} is uniformly bounded in
L2(Ω), it therefore follows that {∇uk} is a uniformly bounded sequence in L2(Ω). By
the Rellich-Kondrakov Theorem, a subsequence of {uk} must be strongly convergent in
L2(Ω), and this limit has no choice but to be u, hence the limit is unique and the strong
convergence occurs along the whole sequence.

Finally, to prove the strong convergences in a) and b), first observe that∣∣∣∫
Rn
f(uk − u)

∣∣∣ ≤ ‖f‖L2(supp f)‖uk − u‖L2(supp f) −→ 0 as k →∞,

and so by an argument analogous to (6.2.18), we deduce that

‖Dakuk‖
2
L2(Rn) + ‖V

1
2
k uk‖

2
L2(Rn) −→ ‖Dau‖2L2(Rn) + ‖V

1
2u‖2L2(Rn) (6.5.34)

as k → ∞. Since the sequence of numbers on the left-hand side of (6.5.34) is non-
negative, it follows that both terms converge independently. Suppose that there exists
ε > 0 such that

‖Dakuk‖
2
L2(Rn) −→ ‖Dau‖2L2(Rn) + ε.

Then, owing to (6.5.34), it must be the case that

‖V
1
2
k uk‖

2
L2(Rn) −→ ‖V

1
2u‖2L2(Rn) − ε,

but this is absurd, since by the weak convergence of the sequence {V
1
2
k uk}, we have

‖V
1
2u‖2L2(Rn) ≤ lim inf

k→∞
‖V

1
2
k uk‖

2
L2(Rn).

Therefore, there cannot exist such ε > 0. Since ε < 0 is also absurd by the weak
convergence of the sequence {Dakuk}, it follows that

‖Dakuk‖
2
L2(Rn) −→ ‖Dau‖2L2(Rn), ‖V

1
2
k uk‖

2
L2(Rn) −→ ‖V

1
2u‖2L2(Rn)

which, together with the weak convergences already shown, imply the respective strong
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convergences. �

Theorem 6.5.35. Assume that a ∈ L2
loc(Rn), A ≡ I , and V ∈ L1

loc(Rn) with V ≥ 0

a.e. on Rn. Then for each Y ∈ Rn, the fundamental solutions Γk to the operators Lk
converge in the weak topology of Va,V (Rn\{Y }), and locally in the strong L2

loc(Rn ×
Rn\{X = Y }) sense, to ΓL, the measurable function of Theorem 6.5.17. In particular,
ΓL(·, Y ) ∈ Va,V,loc(Rn\{Y }), and LΓL = 0 in the weak sense on Rn\{Y }, so that ΓL

is the fundamental solution of the operator L̇. Moreover,

ΓL(X,Y ) ≡ ΓL∗(Y,X) (6.5.36)

is true in the a.e. sense on Rn × Rn.

Proof. Let U1, U2 be arbitrary open bounded subsets of Rn such that

dist(U1, U2) = 3r, r > 0, (6.5.37)

and let φ ∈ C∞c (U1), f ∈ C∞c (U2). On the set Ω := U1 × U2, {Γk} is a uniformly
bounded sequence in Lp(Ω) for p ∈ [1,∞] owing to property b) in Theorem 6.5.17 (with
a norm depending on U1, U2, r). By Theorem 6.5.22, for each Y ∈ U2, Γk(·, Y ) solves
LΓk(·, Y ) = 0 on Rn\{Y } in the weak sense, and the analogous statement holds for the
Y−variable because of (6.5.24). Cover U1 by a family of balls {Bm

r } such that the balls
intersect a uniformly finite number of times depending only on dimension (recall that r
is given by (6.5.37)). Applying the Caccioppoli inequality (6.2.21) with R = 2r on each
ball Bm

r , it is straightforward that

‖DakΓk(·, Y )‖2L2(Bmr ) ≤ C(r)

∫
Bm2r

|Γk(·, Y )|2.

Consequently,

‖DakΓk(·, Y )‖2L2(U1) ≤
∞∑
m=1

‖DakΓk(·, Y )‖2L2(Bmr ) ≤
∞∑
m=1

C(r)

∫
Bm2r

|Γk(·, Y )|2

≤ C(r, n)

∫
U1+r

|Γk(·, Y )|2 ≤ C(r, n, U1),

whence we see that for each Y ∈ U2, the sequence {DakΓk(·, Y )} is uniformly bounded
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inL2(U1). Similarly, thanks to (6.5.24), it is proven that for eachX ∈ U1, {DakΓk(X, ·)}
is uniformly bounded in L2(U2). Combining these results, we obtain that {DakΓk} is
uniformly bounded in L2(Ω). Therefore, since {Γk} is a uniformly bounded sequence in
L∞(Ω) (due to (6.5.18)), then from the fact that

DakΓk = ∇Γk − iakΓk,

it actually follows that {∇Γk} is a uniformly bounded sequence inL2(Ω). By the Rellich-
Kondrachov Theorem, it follows that a subsequence of {Γk} converges strongly inL2(Ω).
Hence we pass to such anL2(Ω)−convergent subsequence (which we denote as the whole
sequence).

On the other hand, fromLemma 6.5.31, it follows that {L̇−1
k f} is a uniformly bounded

sequence in L2∗(Rn), so that in particular we can write∫
Rn

[
L̇−1
k f − L̇−1f

]
φ(X) dx −→ 0

as k →∞. Using the kernel representation, we have that∫
Rn

∫
Rn

[
Γk(X,Y )− ΓL(X,Y )

]
f(Y ) dyφ(X) dx −→ 0 (6.5.38)

as k →∞. Therefore, ΓL(X,Y ) must be the unique strong limit in L2(Ω) of the whole
sequence {Γk}. After passing to a subsequence, we can assume that {Γk} converges
pointwise a.e. on Ω to ΓL. In particular, for a.e. Y ∈ U2, there is a subsequence of
{Γk(·, Y )}, with the indexing set independent of Y (but depending on Ω = U1 × U2),
which converges pointwise a.e. on U1 to {ΓL(·, Y )}.

By the aforementioned discussion and similar argumentation to that in Lemma 6.5.31,
it must be the case that {DakΓk(·, Y )} converges weakly in L2(U1) to DaΓL(·, Y ), and
moreover by the weak∗ convergence in L∞(U1) of a subsequence of {Γk(·, Y )}, it
therefore follows that {VkΓk(·, Y )} converges to {V ΓL(·, Y )} on U1 in the sense of dis-
tributions. Then, since ΓL(·, Y ) ∈ L∞(U1), we have shown that ΓL(·, Y ) ∈ Va,V (U1).
For fixed φ ∈ C∞c (U1), taking the limit as k → ∞ on each identity (6.2.19) satisfied by
Γk(·, Y ), we arrive at the fact that ΓL solves LΓL(·, Y ) = 0 on U1 in the weak sense. By
(6.5.24), all results in theX−variable are also true in the Y−variable, and the pointwise
a.e. convergence property of {Γk} to ΓL, coupled with (6.5.24), gives (6.5.36) immedi-
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ately on U1 × U2. Varying over admissible U1, U2 finishes the proof of the theorem. �

6.6 Upper bound on the exponential decay of the fundamental
solution

In the following definition, L is either L + ε for ε > 0 or L̇, with H ,R the domain
and range respectively of these operators. Specifically, when L = L + ε, we write
H = D(L), R = L2(Rn). When L = L̇, we write H = V̇ , R = V̇ ′.

Definition 6.6.1. We say that the operator L has the zero-source local uniform bound-
edness property if for each ball B ⊂ Rn and each function u which solves L u = 0 in
the weak sense on 2B, it follows that u ∈ L∞(B) and

‖u‖L∞(cB) ≤ C
(
−
∫

2B
|u|2
) 1

2
, (6.6.2)

where c, C are independent of B and u.

We briefly remark that for the operators under consideration, the diamagnetic inequal-
ity guarantees that u ∈ L2

loc(Rn).

For the fundamental solution Γ associated to the operator L , as given in Definition
6.5.9, it will be useful to consider the conditions

|Γ(X,Y )| ≤ C

|X − Y |n−2
, for a.e. X,Y ∈ Rn, X 6= Y (6.6.3)

and

C1

|X − Y |n−2
≤ |Γ(X,Y )| ≤ C2

|X − Y |n−2
, for a.e. X,Y ∈ Rn, X 6= Y, (6.6.4)

where the constants C, C1, C2 depend on the dimension only. In some situations (strictly
speaking, not necessarily including ours), the condition (6.6.3) is equivalent to a Moser-
type bound [KK10], but we do not explore this direction.

Let us first state a result analogous to Proposition 6.4.3 for the operator L̇. The proof
is virtually identical to that of Proposition 6.4.3, and is thus omitted.
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Proposition 6.6.5. Assume that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded, measurable coefficients, and V ∈ L1
loc(Rn) is real-valued with V ≥ 0 a.e. on

Rn. If a ≡ 0, assume V ∈ RHn
2
, otherwise take assumptions (6.1.5). Suppose U ⊂ Rn

is a bounded open set. Let u ∈ Vloc(Rn\U) be a solution to Lu = 0 in the weak sense
on Rn\U . Suppose φ ∈ C∞c (Rn) is such that φ ≡ 0 on 2U . Let g ∈ C∞(Rn) be a
non-negative function satisfying |∇g(X)| ≤ C2m(X,V + |B|) for everyX ∈ Rn. Then∫

Rn
m(X,V + |B|)2|uφ|2e2εg dx ≤ C

∫
Rn
|u|2|∇φ|2e2εg dx, (6.6.6)

for any ε ∈ (0, ε0), where ε0 and C depend only on CA, C2, n, ‖V + |B|‖RHn
2
, and the

constants from (6.1.5).

The next results follow the lines of the argument in [She99]:

Theorem 6.6.7. Suppose a ∈ L2
loc(Rn), A is an elliptic matrix with complex, bounded

coefficients, V ∈ L1
loc(Rn), and thatL is an operator for which there exists a fundamental

solution in the sense of Definition 6.5.9 satisfying (6.6.3). Moreover, if a ≡ 0, assume
V ∈ RHn

2
; otherwise assume (6.1.5). Then there exists ε > 0 and a constant C > 0,

depending on L, such that

(
−
∫
B(X, 1

m(X,V+|B|) )
|Γ(Z, Y )|2 dz

) 1
2 ≤ Ce−εd(X,Y,V+|B|)

|X − Y |n−2
for all X,Y ∈ Rn. (6.6.8)

If L satisfies the zero-source local uniform boundedness property, then

|Γ(X,Y )| ≤ Ce−εd(X,Y,V+|B|)

|X − Y |n−2
for all X,Y ∈ Rn. (6.6.9)

Proof. Fix X0, Y0 ∈ Rn, X0 6= Y0. Since for each X,Y ∈ Rn we have

d(X,Y ) ≤ C if |X − Y | < C

m(X,V + |B|)
,

then in particular we may also assume that |X0 − Y0| ≥ C
m(Y0,V ) . Indeed, otherwise

d(X0, Y0) ≤ C, and so from (6.6.3), we observe

|Γ(X0, Y0)| ≤ C

|X − Y |n−2
≤ CeεCe−εd(X0,Y0)

|X − Y |n−2
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which gives (6.6.9). Furthermore, we can assume that

B
(
X0,

4

m(X0, V + |B|)

)
∩B

(
Y0,

4

m(Y0, V + |B|)

)
= ∅. (6.6.10)

Indeed, suppose there exists Z ∈ B
(
X0,

4
m(X0,V+|B|)

)
∩B

(
Y0,

4
m(Y0,V+|B|)

)
. Then we

note

|X0 − Y0| ≤ |X0 − Z|+ |Z − Y0| ≤
4

m(X0, V + |B|)
+

4

m(Y0, V + |B|)

≤ 8 max
{ 1

m(X0, V + |B|)
,

1

m(Y0, V + |B|)

}
which once again implies d(X0, Y0) ≤ C.

Per our assumptions, LΓ(·, Y0) = 0 in the weak sense on any ball centered around
X0 which does not contain Y0. Let r = 1

m(Y0,V+|B|) . Applying Proposition 6.6.5 with
u = Γ(·, Y0) and U = B(Y0, 4r), we can carry out the argument of Theorem 6.4.16 up
to proving (6.4.18) to establish that∫

BM\4U
m(·, V + |B|)2|u|2e2εϕj

≤ C
{∫

4U\2U
|u|2 1

| diamU |2
e2εϕj +

∫
2BM\BM

|u|2 1

M2
e2εϕj

}
. (6.6.11)

where ϕj is as in Proposition 6.4.13 withw = V + |B|. Owing to (6.6.3) and the fact that
φj is uniformly bounded in 2BM\BM , it follows that the second term in the right-hand
side of (6.6.11) drops to 0 asM →∞. Therefore, we may conclude that∫

Rn\B(Y0,4r)
m(X,V + |B|)2|Γ(X,Y0)|2e2εϕj(X,Y0) dx

≤ C

r2

∫
B(Y0,4r)\B(Y0,2r)

|Γ(X,Y0)|2e2εϕj(X,Y0) dx. (6.6.12)

We note that forX ∈ B(Y0, 4r)\B(Y0, 2r), by Proposition 6.3.24 we have d(X,Y0, V +

|B|) ≤ C, which by (6.4.11) implies ϕ(X,Y0) ≤ C, where ϕ is as in Proposition 6.4.10.
But of course, by the construction of the ϕj , we see that ϕj(X,Y0) ≤ ϕ(X,Y0) ≤ C for
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all j and X ∈ B(Y0, 4r)\B(Y0, 2r). It follows that

sup
X∈B(Y0,4r)\B(Y0,2r)

e2εϕj(X,Y0) ≤ C, for each j ∈ N,

so that, using (6.6.3),∫
Rn\B(Y0,4r)

m(X,V + |B|)2|Γ(X,Y0)|2e2εϕj(X,Y0) dx ≤ C

rn−2
.

By Fatou’s Lemma we have∫
Rn\B(Y0,4r)

m(X,V + |B|)2|Γ(X,Y0)|2e2εϕ(X,Y0) dx ≤ C

rn−2
. (6.6.13)

Let R = 1
m(X0,V+|B|) . We claim that B(X0, R) ⊂ Rn\B(Y0, 4r). Suppose not. Then

there is a point Z ∈ B(X0, R) ∩
(
Rn\B(Y0, 4r)

)c
= B(X0, R) ∩ B(Y0, 4r), which

contradicts (6.6.10). Now, using (6.4.11) and (6.6.13), we get∫
B(X0,R)

m(X,V + |B|)2|Γ(X,Y0)|2e2εd(X,Y0) dx ≤ C

rn−2
.

By the Triangle Inequality we observe

d(X0, Y0) ≤ d(X0, X) + d(X,Y0), for each X ∈ B(X0, R).

Recall that we have by Proposition 6.3.23 that d(X0, X) ≤ L, L a constant depending on
‖V + |B|‖RHn

2
but independent of X0 and X . It follows that

e2εd(X,Y0) ≥ e−2εLe2εd(X0,Y0) = Ce2εd(X0,Y0), for each X ∈ B(X0, R).

From this fact and the fact that m(X,V + |B|) ∼ m(X0, V + |B|) = R−1 for every
X ∈ B(X0, R) owing to (6.3.15), we can conclude

1

R2

∫
B(X0,R)

|Γ(X,Y0)|2e2εd(X0,Y0) dx ≤ C

rn−2
.

Dividing out by Rn−2 and taking square root we see that
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( 1

Rn

∫
B(X0,R)

|Γ(X,Y0)|2 dx
)1/2

≤ Ce−εd(X0,Y0)

(Rr)(n−2)/2

≤ C
[
m(X0, V + |B|)m(Y0, V + |B|)

](n−2)/2
e−εd(X0,Y0). (6.6.14)

We claim that if |X − Y |m(X,V + |B|) ≥ 2 then

d(X,Y ) ≥ c
[
1 + |X − Y |m(X,V + |B|)

]1/(k0+1)
, (6.6.15)

for some k0 > 0. To see this, choose γ : [0, 1]→ Rn such that γ(0) = X , γ(1) = Y , and

2d(X,Y ) ≥
∫ 1

0
m(γ(t), V + |B|)|γ′(t)| dt

which can be done by the definition of d and the fact thatX 6= Y necessarily in this case.
It follows from (6.3.20) that

2d(X,Y ) ≥ c
∫ 1

0

m(X,V + |B|)|γ′(t)| dt[
1 + |γ(t)−X|m(X,V + |B|)

] k0
k0+1

.

The integral on the right-hand side of the above inequality is greater than or equal to the
geodesic distance from X to Y in the metric

m(X,V + |B|)dz[
1 + |Z −X|m(X,V + |B|)

] k0
k0+1

,

which is∫ 1

0

m(X,V + |B|)|Y −X| dt[
1 + t|Y −X|m(X,V + |B|)

] k0
k0+1

≥ c′
[
1 + |X − Y |m(X,V + |B|)

]1/(k0+1)

and so (6.6.15) follows.

Hence, owing to (6.6.10) and (6.6.15), we have for each ε′ > 0,

|X0 − Y0|m(X0, V + |B|) ≤ 1 + |X0 − Y0|m(X0, V + |B|)

≤ 1

ck0+1
d(X0, Y0)k0+1 ≤ 1

ck0+1
Cε′/2e

(ε′/2)d(X0,Y0).
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Likewise,
|X0 − Y0|m(Y0, V + |B|) ≤ 1

ck0+1
Cε′/2e

(ε′/2)d(X0,Y0).

Adding the last two inequalities we see

|X0 − Y0|m(Y0, V + |B|) + |X0 − Y0|m(X0, V + |B|) ≤ 2

ck0+1
Cε′/2e

(ε′/2)d(X0,Y0),

for any ε′ > 0. Squaring the above inequality we have

2|X0 − Y0|2m(X0, V + |B|)m(Y0, V + |B|) ≤ 4c−2(k0+1)C2
ε′/2e

ε′d(X0,Y0).

Now, given ε small enough, choose ε′ = 1
n−2ε. Then in view of (6.6.14), we get

( 1

Rn

∫
B(X0,R)

|Γ(X,Y0)|2 dx
)1/2

≤ Ce−(ε/2)d(X0,Y0)

|X0 − Y0|n−2
,

which is (6.6.8). Since Γ(·, Y0) is a weak solution to Lu = 0 on B(X0, R), then if
the operator L has the zero-source local uniform boundedness property, by (6.6.2) and
(6.6.8), we immediately achieve (6.6.9). �

The exponential decay result of the last theorem holds in the pointwise a.e. sense for
the fundamental solutions of some of the operators previously considered. In particular,
we have

Corollary 6.6.16. Let L1 be a generalized magnetic Schrödinger operator formally given
by (1.1.8) where a ∈ L2

loc(Rn), A ≡ I , V ∈ L1
loc(Rn) with V ≥ 0 a.e. on Rn,

and assumptions (6.1.5) are satisfied. Then there exists ε > 0 and a constant C > 0,
depending on ‖V + |B|‖RHn

2
, n, and the constants from (6.1.5), such that

|ΓL1(X,Y )| ≤ Ce−εd(X,Y,V+|B|)

|X − Y |n−2
for a.e. X,Y ∈ Rn. (6.6.17)

Let L2 be a generalized magnetic Schrödinger operator formally given by (1.1.8) where
a ≡ 0, A is an elliptic matrix with real, bounded coefficients, and V ∈ RHn

2
. Then there
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exists ε > 0 and a constant C > 0, depending on ‖V ‖RHn
2
, n, and CA such that

ΓL2(X,Y ) ≤ Ce−εd(X,Y,V )

|X − Y |n−2
for all X,Y ∈ Rn with X 6= Y. (6.6.18)

Proof. In the first setting, the results of Section 6.5 are true, and so the hypothesis of
Theorem 6.6.7 hold. In the second setting, the theory of fundamental solutions set forth
in [DHM18] applies, whence the hypothesis of Theorem 6.6.7 hold. Furthermore, in this
case the fundamental solution is actually positive and continuous (see Section 6.7.1), so
(6.6.9) holds pointwise on Rn × Rn\{X = Y }.

6.7 Lower bound on the exponential decay of the fundamental
solution

6.7.1 Properties of the generalized Schrödinger operator, without the mag-
netic potential.

Recall the definition of the operator LE ,

LE = −div A∇ + V,

which is the operator L with a ≡ 0. For this operator with A an elliptic matrix with real,
bounded coefficients, and V ∈ RHn

2
, the theory set forth in [DHM18] applies, so that

the fundamental solution in the sense of Definition 6.5.9 exists. Actually, its fundamental
solution is known to be continuous and positive. Below we present a few lemmas that
apply to this operator; the most critical for us in obtaining the lower bound estimate is the
scale-invariant Harnack Inequality.

Lemma 6.7.1. [DHM18] (Moser-type Estimate) Assume that a ≡ 0, A is an elliptic
matrix with real, bounded coefficients, and V ∈ L1

loc(Rn) with V ≥ 0 a.e. on Rn. Let
BR ⊂ Rn be a ball, and let u ∈ V0,V (BR) solve LEu = f in the weak sense on BR,
where f ∈ Lq(BR) for some q > n

2 . Then for any r, 0 < r < R,

‖u‖L∞(BR/2) ≤ C
[(
−
∫
BR

|u|r
)1/r

+R
2−n

q ‖f‖Lq(BR)

]
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where C depends on n, p, q, and CA.

Lemma 6.7.2. [DHM18] (Hölder Continuity Estimate) Assume that a ≡ 0, A is an
elliptic matrix with real, bounded coefficients, and V ∈ RHn

2
. Let u solve LEu = 0 in

the weak sense on a ball BR0 ⊂ Rn, R0 > 0. Then there exists η ∈ (0, 1) depending on
R0, and CR0 > 0 such that whenever 0 < R ≤ R0,

sup
X,Y ∈BR/2, X 6=Y

|u(X)− u(Y )|
|X − Y |η

≤ CR0R
−η
[(
−
∫
BR

|u|2∗
)1/2∗

+R
2−n

p ‖V ‖Lp(BR)

]
.

Lemma 6.7.3. [CFG86] (Scale-Invariant Harnack Inequality) Assume a ≡ 0, A is an
elliptic matrix with real, bounded coefficients, and V ∈ RHn

2
. There exists a small

constant c = c(n,CA) such that whenever B = B(X0, r), r < c
m(X0,V ) , X0 ∈ Rn, the

following property holds. For any u which solves LEu = 0 in the weak sense on 2B,

sup
X∈B

u(X) ≤ C inf
X∈B

u(X), (6.7.4)

with the constant C > 0 depending on n,CA and V only.

Remark 6.7.5. We remark that theHarnack inequality, of course, holds for any 0 < r < r0,
r0 > 0, but typically with the constant growing exponentially in r0 and ‖V ‖Lp(B(X0,r0)).
The important feature of (6.7.4) is that the constant depends on n,CA and CV only.

The following lemma is a trivial extension of a particular result of Theorem 1.1 in
[GW82]:

Lemma 6.7.6. Suppose that A is an elliptic matrix with real, bounded coefficients. Let
Γ0 be the unique fundamental solution to the operator L0 = −div A∇. Then there exist
constants cn, Cn greater than 0 and depending on n,CA, such that

cn
|X − Y |n−2

≤ Γ0(X,Y ) ≤ Cn
|X − Y |n−2

. (6.7.7)

It will be useful to consider the conclusion of Lemma 6.7.3 in greater generality:

Definition 6.7.8. We say that the operator L satisfying assumptions (6.1.5) has the
m-scale invariant Harnack Inequality if whenever B = B(X0, r), r < c

m(X0,V+|B|) ,
X0 ∈ Rn, the following property holds. For any u which solves Lu = 0 in the weak
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sense on 2B,
sup
X∈B

|u(X)| ≤ C inf
X∈B

|u(X)|, (6.7.9)

with the constant C > 0 independent of B.

6.7.2 Proof of the lower bound estimate

First, we establish two auxiliary propositions.

Proposition 6.7.10. Let a ∈ L2
loc(Rn), and let A be an elliptic matrix with complex,

bounded coefficients. Assume that V ∈ L1
loc(Rn) satisfies (6.2.7), (6.2.1) with c2 ≡ c4 ≡

0. Let

LV = −(∇− ia)TA(∇− ia) + V, L0 = −(∇− ia)TA(∇− ia).

Then for each f ∈ (V̇a,0)′, L̇−1
V f is well-defined, belongs to V̇a,V , and the identity

L̇−1
0 f = L̇−1

V f + L̇−1
0 V L̇−1

V f (6.7.11)

holds in V̇a,0. Moreover, if L0, its adjoint L∗0 and LV are operators whose inverses have
fundamental solutions Γ0,Γ

∗
0,ΓV respectively which satisfy

ΓV ,Γ0,Γ
∗
0 ∈ L∞loc(Rn × Rn\{X = Y }), (6.7.12)

then the identity

Γ0(X,Y ) = ΓV (X,Y ) +

∫
Rn

Γ∗0(Z,X)ΓV (Z, Y )V (Z) dz (6.7.13)

holds a.e. on Rn × Rn.

Proof. Let f ∈ (V̇a,0)′. Since

‖u‖V̇a,0 ≤ C‖Dau‖L2(Rn) ≤ C‖u‖V̇a,V ,

it follows that V̇a,0 continuously embeds into V̇a,V , which implies in particular that
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f ∈ (V̇a,V )′, and L̇−1
V f ∈ V̇a,V ⊂ V̇a,0. Therefore L̇0L̇

−1
V f ∈ (V̇a,0)′. Hence

(V̇a,0)′ 3 f − L̇0L̇
−1
V f = (L̇V − L̇0)L̇−1

V f = V L̇−1
V f,

so that L̇−1
0 V L̇−1

V f ∈ V̇a,0. Now, since

L̇0

(
L̇−1
V f + L̇−1

0 V L̇−1
V f

)
= L̇0L̇

−1
V f + V L̇−1

V f = L̇V L̇
−1
V f = f,

by the invertibility of L̇0, we obtain (6.7.11). Now let φ ∈ C∞c (Rn). Multiplying (6.7.11)
by φ and integrating over Rn we observe∫

Rn

[
L̇−1

0 f − L̇−1
V f

]
φ =

∫
Rn

(
(L̇0)−1V L̇−1

V f
)
φ

=

∫
Rn

(
V L̇−1

V f
)(

(L̇∗0)−1φ
)
. (6.7.14)

Now let U1, U2 ⊂ Rn be open sets such that dist(U1, U2) > 0, and f ∈ C∞c (U1), φ ∈
C∞c (U2). Writing out the integral representations of the operators in (6.7.14) and using
Fubini’s Theorem (justified since (6.7.12), V ∈ L1

loc(Rn), and f, φ are smooth, compactly
supported, satisfying dist(supp f, supp g) > 0), we have that

∫
Rn

∫
Rn

[
Γ0(X,Y )− ΓV (X,Y )

]
f(Y )φ(X) dx dy

=

∫
Rn

∫
Rn

∫
Rn
V (Z)ΓV (Z, Y )Γ∗0(Z,X)f(Y )φ(X) dx dy dz. (6.7.15)

We may rewrite (6.7.15) as∫
Rn

∫
Rn

[
Γ0(X,Y )− ΓV (X,Y )

−
∫
Rn
V (Z)ΓV (Z, Y )Γ∗0(Z,X) dz

]
f(Y )φ(Z) dy dx = 0.

Since the above identity holds for arbitrary f, φ ∈ C∞c (Rn) with disjoint supports, then
(6.7.13) holds for a.e. X,Y ∈ Rn. �

Lemma6.7.16. Suppose thata ∈ L2
loc(Rn),A is an ellipticmatrixwith complex, bounded

coefficients, V ∈ L1
loc(Rn), and that L, L0 := L − V , L∗0 are operators for which there

exist fundamental solutions Γ ≡ ΓV , Γ0, Γ∗0 in the sense of Definition 6.5.9. Assume that
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L has the zero-source local uniform boundedness property and that ΓV ,Γ0,Γ
∗
0 satisfy

(6.6.3). Moreover for p > n
2 , if a ≡ 0, assume V ∈ RHp; otherwise assume (6.1.5)

with n
2 replaced by p. Let p̃ = p if n ≥ 4 and p̃ ∈

(
3
2 ,min{3, p}

)
if n = 3, and denote

δ := 2− n
p̃ . Then

|Γ(Y,X)− Γ0(Y,X)| ≤ C[|X − Y |m(Y, V + |B|)]δ

|X − Y |n−2
, (6.7.17)

for a.e. X,Y ∈ Rn such that |X − Y | < 1
m(Y,V+|B|) . Here C depends on ‖V +

|B|‖RHp , p, CA, n and the constants from (6.1.5).

Proof. Since ΓV ,Γ0,Γ
∗
0 satisfy (6.6.3), then they also satisfy (6.7.12). It follows from

Proposition 6.7.10, the upper bound of Γ(X,Y ) in Theorem 6.6.7 and (6.6.3) that

|Γ(Y,X)− Γ0(Y,X)| ≤ C
∫
Rn

e−εd(Z,Y,V+|B|)

|Z −X|n−2|Z − Y |n−2
V (Z) dz ≤ C(I1 + I2 + I3),

(6.7.18)
where I1, I2, and I3 denote the integrals over B(X, r/2), B(Y, r/2), and

Ω :=
{
Z ∈ Rn : |Z −X| ≥ r/2, |Z − Y | ≥ r/2

}
,

respectively, with r = |X − Y |. Recall that |X − Y | < 1
m(Y,V+|B|) . Write R =

1
m(Y,V+|B|) ∼

1
m(X,V+|B|) . For Z ∈ B(X, r/2), we have |Z − Y | > r/2, so

I1 ≤
C

rn−2

∫
B(X,r/2)

V (Z) dz

|Z −X|n−2
≤ C

rn−2

[ 1

rn−2

∫
B(X,r/2)

V
]

≤ C

rn−2

( r
R

)2−n
p
[ 1

Rn−2

∫
B(X,R)

V + |B|
]
≤ C

rn−2

( r
R

)2−n
p
, (6.7.19)

where the second inequality is due to (6.3.22), the third one is due to Lemma 6.3.9, and
the last one is due to Proposition 6.3.12. Similarly we achieve

I2 ≤ C
( r
R

)2−n
p 1

rn−2
. (6.7.20)

To estimate I3, we note that for all Z ∈ Ω,

|Z − Y | ≤ |Z −X|+ |X − Y | = |Z −X|+ r ≤ |Z −X|+ 2|Z −X| = 3|Z −X|,
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and so

I3 ≤ C
∫
|Z−Y |≥ r

2

e−εd(Z,Y,V+|B|)V (Z) dz

|Z − Y |2n−4

≤ C
∫

2R>|Z−Y |≥r/2

V (Z) dz

|Z − Y |2n−4
+ C

∫
|Z−Y |≥2R

e−εd(Z,Y,V+|B|)V (Z) dz

|Z − Y |2n−4

= C(I31 + I32). (6.7.21)

To estimate I31, we proceed similarly to the proof of Proposition 6.3.21. Recall p̃
from the statement of the Lemma. We note that p̃ ≤ p in any dimension and hence
V + |B| ∈ RHp̃(Rn). Let q be the Hölder conjugate of p̃. Since {Z | |Z − Y | ∈
[r/2, 2R]} ⊂ B(Y, 2R), by Hölder’s Inequality we have

I31 ≤
(∫

B(Y,2R)
V p̃
) 1
p̃
( ∫

2R>|Z−Y |≥r/2

1

|Z − Y |2(n−2)q
dz
) 1
q
. (6.7.22)

Next,

(∫
B(Y,2R)

V p̃
) 1
p̃

= |B(Y, 2R)|
1
p̃

( 1

|B(Y, 2R)|

∫
B(Y,2R)

V p̃
) 1
p̃

≤ ‖V + |B|‖RHp̃
(
C(n)

) 1
p̃
−1

(2R)
n
p̃
−2
( 1

(2R)n−2

∫
B(Y,2R)

V + |B|
)
.

Hence, by the definition of R and Proposition 6.3.12 we have

(∫
B(Y,2R)

V p̃
) 1
p̃ ≤ CR

n
p̃
−2
. (6.7.23)

Now, observe that n + n
p̃ > 4 and hence n − 2q(n − 2) < 0 for our choice of p̃.

Therefore, ∫
2R>|Z−Y |≥r/2

1

|Z − Y |2(n−2)q
dz ≤ C(n, q) rn−2q(n−2). (6.7.24)

From (6.7.22), (6.7.23), and (6.7.24), we obtain

I31 ≤ CR
n
p̃
−2
r
n
q
−2(n−2)

= C
( r
R

)2−n
p̃ 1

rn−2
.
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As for I32, first observe that n+ n
p̃ > 4 can be written as

n− 2−
(

2− n

p̃

)
> 0. (6.7.25)

With this in mind, we split up {|Z − Y | ≥ 2R} into annuli of radius 2jR for each j ∈ N:

I32 =

∞∑
j=1

∫
2jR≤|Z−Y |≤2j+1R

e−εd(Z,Y,V+|B|) V (Z) dz

|Z − Y |2n−4
.

For Z ∈ {2jR ≤ |Z − Y | ≤ 2j+1R}, we observe that

|Z − Y |m(Y, V + |B|) ≥ 2jRm(Y, V + |B|) = 2j .

Hence (6.6.15) implies that there exists ` > 1 such that

d(Z, Y, V + |B|) ≥ c`j , for each Z ∈ {2jR ≤ |Z − Y | ≤ 2j+1R}.

Therefore,

I32 ≤
∞∑
j=1

e−εc`
j

(2jR)2n−4

∫
B(Y,2j+1R)

V

≤
∞∑
j=1

e−εc`
j

(2jR)2n−4
Cj+1

0

∫
B(Y,R)

V + |B| = C0

Rn−2

∞∑
j=1

e−εc`
j
2−(2n−4)jCj0 ≤

C

Rn−2
,

where on the second inequality we invoked Proposition 6.3.3 for V + |B|, and C0 is
the constant in (6.3.4). Here, C depends on CA, `, n, and C0, hence, on CA, n and
‖V + |B|‖RHp̃ only. As a result,

I32 ≤
C

Rn−2
= C

( r
R

)2−n
p̃
( r
R

)n−2−
(

2−n
p̃

)
1

rn−2
≤ C

( r
R

)2−n
p̃ 1

rn−2
,

using (6.7.25).

Since 2− n
p̃ ≤ 2− n

p for any n ≥ 3 and r < R by assumption, the above estimations
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on I1, I2, I3 together with (6.7.18) imply

|Γ(Y,X)− Γ0(Y,X)| ≤ C
( r
R

)2−n
p̃ 1

rn−2

which translates to (6.7.17). �

Theorem 6.7.26. Suppose that a ∈ L2
loc(Rn), A is an elliptic matrix with complex,

bounded coefficients, V ∈ L1
loc(Rn), and that L, L0 := L − V , L∗0 are operators for

which there exist fundamental solutions Γ ≡ ΓV , Γ0 Γ∗0 in the sense of Definition 6.5.9.
Assume that Γ0 satisfies (6.6.4), that Γ∗0,ΓV satisfy (6.6.3), that L has the zero-source
local uniform boundedness property, and that L satisfies them-scale invariant Harnack
Inequality. Moreover, if a ≡ 0, assume that V ∈ RHn

2
; otherwise assume (6.1.5). Then

there exist constants c and ε2 depending onCA, ‖V + |B|‖RHn
2
, n and the constants from

(6.1.5) such that

|Γ(X,Y )| ≥ ce−ε2d(X,Y,V+|B|)

|X − Y |n−2
. (6.7.27)

Proof. Fix X,Y ∈ Rn. If |X − Y |m(X,V + |B|) ≤ c for c small enough, then by
Lemma 6.7.16 and (6.6.4),

|Γ(Y,X)| ≥ |Γ0(Y,X)| − |Γ(Y,X)− Γ0(Y,X)| ≥ c′

|X − Y |n−2
. (6.7.28)

Fix C as the constant from Proposition 6.3.25. By the m−scale invariant Harnack
Inequality (6.7.9), inequality (6.7.28) implies that for any C ≥ c,

|Γ(Y,X)| ≥ c̃

|X − Y |n−2
, if |X − Y |m(X,V + |B|) ≤ C (6.7.29)

where c̃ depends on C, and hence for suchX,Y the estimate (6.7.27) trivially holds, since
ε2d(X,Y, V + |B|) ≥ 0. So it suffices to show (6.7.27) in the case thatX,Y ∈ Rn, X 6=
Y satisfy |X − Y |m(X,V + |B|) > C. To this end, choose γ : [0, 1] → Rn such that
γ(0) = X, γ(1) = Y , and∫ 1

0
m(γ(t), V + |B|)|γ′(t)| dt ≤ 2d(X,Y, V + |B|)
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which can be done by the definition of d. Let

t0 = sup
{
t ∈ [0, 1]

∣∣∣ |X − γ(t)| ≤ C
m(X,V + |B|)

}
Thus t0 satisfies |X − γ(t0)| ≤ C

m(X,V+|B|) , and hence by Lemma 6.3.14 we have
m(γ(t0), V + |B|) ∼ m(X,V + |B|). In the case that

|Y − γ(t0)| ≤ 1

m(γ(t0), V + |B|)

we note that

|X − Y | ≤ |X − γ(t0)|+ |Y − γ(t0)|

≤ C
m(X,V + |B|)

+
1

m(γ(t0), V + |B|)
≤ C + C

m(X,V + |B|)

which establishes (6.7.27) due to (6.7.29) (used with A+ C in place of A).

Now suppose that |Y − γ(t0)| > 1
m(γ(t0),V+|B|) . Since m(·, V + |B|) is locally

bounded, we can define a finite sequence t0 < t1 < · · · < tm ≤ 1 such that

tj = inf
{
t ∈ [tj−1, 1]

∣∣∣ |γ(t)− γ(tj−1)| ≥ 1

m(γ(tj−1), V + |B|)

}
.

Respectively, it has the following properties

γ(t) ∈ B
(
γ(tj−1),

1

m(γ(tj−1), V + |B|)

)
for t ∈ [tj−1, tj), j = 1, 2, . . . ,m,

(6.7.30)

|γ(tj)− γ(tj−1)| = 1

m(γ(tj−1), V + |B|)
, j = 1, . . . ,m (6.7.31)

and
γ(t) ∈ B

(
γ(tm),

1

m(γ(tm), V + |B|)

)
for t ∈ [tm, 1]. (6.7.32)

It follows that∫ 1

0
m(γ(t), V + |B|)|γ′(t)| dt ≥

m∑
j=1

∫ tj

tj−1

m(γ(t), V + |B|)|γ′(t)| dt
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≥ c
m−1∑
j=1

m(γ(tj−1), V + |B|)|γ(tj)− γ(tj−1)| = cm

where the second inequality is due to (6.3.15) and the last equality is due to (6.7.31).
Hence

m ≤ 2

c
d(X,Y, V + |B|). (6.7.33)

By definition of t0, we have that

|X − γ(tj)| ≥
C

m(X,V + |B|)

for each j = 0, . . . ,m. It follows by (6.3.26) that

X /∈ B
(
γ(tj),

2

m(γ(tj), V + |B|)

)
for each j = 0, 1, . . . ,m. Let u(Z) := Γ(Z,X). Then we have that u is a weak solution
of Lu = 0 in B

(
γ(tj),

2
m(γ(tj),V+|B|)

)
. By (6.7.31) and the Harnack Inequality, we can

deduce the following chain of inequalities:

|u(γ(t0))| ≤ C|u(γ(t1))| ≤ · · · ≤ Cm|u(γ(tm))| ≤ Cm+1|u(Y )|,

with the constant C depending on n,CA and ‖V + |B|‖RHn
2
and the constants from

(6.1.5) only. This implies

|Γ(Y,X)| ≥ C−m−1|Γ(γ(t0), X)|

≥ C−m−2 1

|γ(t0)−X|n−2
≥ C−m−3

(
m(X,V + |B|)

)n−2
,

possibly enlarging the value of C which still depends on the same parameters. Here,
the second inequality holds due to the fact that γ(t0) satisfies the hypothesis of (6.7.29).
From (6.7.33) we deduce

|Γ(Y,X)| ≥ C−
2
c
d(X,Y,V+|B|)

(
m(X,V + |B|)

)n−2
.
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We can choose ε2 > 0 large enough so that

ε2 −
2

c
lnC ≥ 0

in which case we can write

|Γ(Y,X)| ≥ Ce−ε2d(X,Y,V+|B|)
(
m(X,V + |B|)

)n−2
.

Finally, from the hypothesis thatm(X,V + |B|) ≥ C
|X−Y |n−2 we obtain

|Γ(Y,X)| ≥ ce−ε2d(X,Y,V+|B|)

|X − Y |n−2
(6.7.34)

for a.e. X,Y ∈ Rn, X 6= Y .

It is immediate that (6.7.34) implies (6.7.27). Indeed, fix X,Y ∈ Rn with X 6= Y .
Since the right-hand side of (6.7.34) is symmetric with respect to X,Y , it follows that

|Γ(X,Y )| ≥ ce−ε2d(Y,X,V+|B|)

|Y −X|n−2
=
ce−ε2d(X,Y,V+|B|)

|X − Y |n−2
,

for almost every such X,Y , as desired. �

Corollary 6.7.35. Let L2 be a generalized magnetic Schrödinger operator formally given
by (1.1.8) where a ≡ 0, A is a real, bounded, elliptic matrix, and V ∈ RHn

2
. Then there

exist constants c and ε2 depending on CA, n, and ‖V ‖RHn
2
such that its fundamental

solution, ΓL2 , satisfies

ΓL2(X,Y ) ≥ ce−ε2d(X,Y,V )

|X − Y |n−2
. (6.7.36)

Proof. Per the results given in Section 6.7.1, the operator L2 satisfies the hypothesis of
Theorem 6.7.26. The result follows. �

455



456



Bibliography

[AA11] Pascal Auscher and Andreas Axelsson,Weighted maximal regularity estimates and solvability
of non-smooth elliptic systems I, Invent. Math. 184 (2011), no. 1, 47–115. MR2782252 ↑29

[AAA+11] M. Angeles Alfonseca, Pascal Auscher, Andreas Axelsson, Steve Hofmann, and Seick Kim,
Analyticity of layer potentials and L2 solvability of boundary value problems for divergence
form elliptic equations with complex L∞ coefficients, Adv. Math. 226 (2011), no. 5, 4533–
4606. MR2770458 ↑14, 19, 20, 189, 191, 202, 203, 215, 216, 231, 232, 233, 309, 317, 341,
347, 369, 376

[AAH08] Pascal Auscher, AndreasAxelsson, and SteveHofmann,Functional calculus of Dirac operators
and complex perturbations of Neumann and Dirichlet problems, J. Funct. Anal. 255 (2008),
no. 2, 374–448. MR2419965 ↑20

[AAM10] Pascal Auscher, Andreas Axelsson, and Alan McIntosh, Solvability of elliptic systems with
square integrable boundary data, Ark. Mat. 48 (2010), no. 2, 253–287. MR2672609 ↑20

[ABA07] Pascal Auscher and Besma Ben Ali,Maximal inequalities and Riesz transform estimates onLp

spaces for Schrödinger operators with nonnegative potentials, Ann. Inst. Fourier (Grenoble)
57 (2007), no. 6, 1975–2013. MR2377893 ↑398

[ABES19] Pascal Auscher, SimonBortz,Moritz Egert, andOlli Saari,Nonlocal self-improving properties:
a functional analytic approach, Tunis. J. Math. 1 (2019), no. 2, 151–183. MR3907738 ↑208

[ADF+] Douglas Arnold, Guy David, Marcel Filoche, David Jerison, and Svitlana Mayboroda, Local-
ization of eigenfunctions via an effective potential. Preprint. January 2018. arXiv:1712.02419.
↑29

[Agm82] Shmuel Agmon, Lectures on exponential decay of solutions of second-order elliptic equations:
bounds on eigenfunctions of N -body Schrödinger operators, Mathematical Notes, vol. 29,
Princeton University Press, Princeton, NJ; University of Tokyo Press, Tokyo, 1982. MR745286
↑29

[AHLT01] Pascal Auscher, Steve Hofmann, John L. Lewis, and Philippe Tchamitchian, Extrapolation of
Carleson measures and the analyticity of Kato’s square-root operators, Acta Math. 187 (2001),
no. 2, 161–190. MR1879847 ↑140

[AHL+02a] Pascal Auscher, Steve Hofmann, Michael Lacey, Alan McIntosh, and Ph. Tchamitchian, The
solution of the Kato square root problem for second order elliptic operators on Rn, Ann. of
Math. (2) 156 (2002), no. 2, 633–654. MR1933726 ↑255, 258

[AHL+02b] , The solution of the Kato square root problem for second order elliptic operators on
Rn, Ann. of Math. (2) 156 (2002), no. 2, 633–654. MR1933726 ↑19

[AHM12] Pascal Auscher, Steve Hofmann, and José-María Martell, Vertical versus conical square func-
tions, Trans. Amer. Math. Soc. 364 (2012), no. 10, 5469–5489. MR2931335 ↑283, 316

457



[AHMT] Murat Akman, Steve Hofmann, José María Martell, and Tatiana Toro, Perturbation of elliptic
operators in 1-sided nta domains satisfying the capacity density condition. Preprint. January
2019. arXiv:1901.08261. ↑8, 28, 29, 34, 136, 139, 144, 149

[AHM+16] Jonas Azzam, Steve Hofmann, José María Martell, Svitlana Mayboroda, Mihalis Mourgoglou,
Xavier Tolsa, and Alexander Volberg, Rectifiability of harmonic measure, Geom. Funct. Anal.
26 (2016), no. 3, 703–728. MR3540451 ↑23

[AHM+17] Jonas Azzam, Steve Hofmann, José María Martell, Kaj Nyström, and Tatiana Toro, A new
characterization of chord-arc domains, J. Eur. Math. Soc. (JEMS) 19 (2017), no. 4, 967–981.
MR3626548 ↑23, 143

[AHM+] JonasAzzam, SteveHofmann, JoséMaríaMartell,MihalisMourgoglou, andXavier Tolsa,Har-
monic measure and quantitative connectivity: geometric characterization of the Lp-solvability
of the dirichlet problem, Invent. Math. Accepted for publication. arXiv:1907.07102. ↑23, 25,
143

[AMM13] Pascal Auscher, AlanMcIntosh, andMihalisMourgoglou,OnL2 solvability of BVPs for elliptic
systems, J. Fourier Anal. Appl. 19 (2013), no. 3, 478–494. MR3048587 ↑19

[AP17] Pascal Auscher and Cruz Prisuelos Arribas, Tent space boundedness via extrapolation, Math.
Z. 286 (2017), no. 3-4, 1575–1604. MR3671589 ↑338

[ARR15] Pascal Auscher, Andreas Rosén, and David Rule, Boundary value problems for degenerate
elliptic equations and systems, Ann. Sci. Éc. Norm. Supér. (4) 48 (2015), no. 4, 951–1000.
MR3377070 ↑19, 24

[AT98] Pascal Auscher and Philippe Tchamitchian, Square root problem for divergence operators and
related topics, Astérisque 249 (1998), viii+172. MR1651262 ↑258, 432

[Azz] JonasAzzam, Semi-uniform domains and theA∞ property for harmonicmeasure, International
Mathematics Research Notices. Accepted for publication. arXiv:1711.03088. ↑23

[BA10] Besma Ben Ali,Maximal inequalities and Riesz transform estimates onLp spaces for magnetic
Schrödinger operators I, J. Funct. Anal. 259 (2010), no. 7, 1631–1672. MR2665406 ↑30, 393,
409

[Bai] Julian Bailey, Weights of exponential growth and decay for schr odinger-type operators.
Preprint. arXiv:2002.01026. ↑16

[Bar13] Ariel Barton, Elliptic partial differential equations with almost-real coefficients, Mem. Amer.
Math. Soc. 223 (2013), no. 1051, vi+108. MR3086390 ↑20

[Bar17] , Layer potentials for general linear elliptic systems, Electron. J. Differential Equations
(2017), Paper No. 309, 23. MR3748027 ↑189, 217

[BES19] Simon Bortz, Moritz Egert, and Olli Saari, Sobolev contractivity of gradient flow maximal
functions, 2019. ↑310

[Bes45] A. S. Besicovitch, A general form of the covering principle and relative differentiation of
additive functions, Proc. Cambridge Philos. Soc. 41 (1945), 103–110. MR12325 ↑106

[BHL+a] Simon Bortz, Steve Hofmann, José Luis Luna García, Svitlana Mayboroda, and Bruno Poggi,
Ccritical perturbations for second order elliptic operators. part ii: Existence, uniqueness, and
bounds on the non-tangential maximal function. Project. ↑13

[BHL+b] , Critical perturbations for second order elliptic operators. part i: Square function
bounds for layer potentials, Analysis & PDE. Accepted December 2020. ↑13, 276, 358, 362,
364, 369, 370, 371, 373, 375, 376, 378, 379, 380, 381, 382, 383, 384, 386, 388

[BJ90] Christopher J. Bishop and Peter W. Jones, Harmonic measure and arclength, Ann. of Math.
(2) 132 (1990), no. 3, 511–547. MR1078268 ↑24

458



[BL04] Björn Bennewitz and John L. Lewis, On weak reverse Hölder inequalities for nondoubling
harmonic measures, Complex Var. Theory Appl. 49 (2004), no. 7-9, 571–582. MR2088048
↑23, 27

[BL76] Jöran Bergh and Jörgen Löfström, Interpolation spaces. An introduction, Springer-Verlag,
Berlin-New York, 1976. Grundlehren der Mathematischen Wissenschaften, No. 223.
MR0482275 ↑208

[Bou87] J. Bourgain, On the Hausdorff dimension of harmonic measure in higher dimension, Invent.
Math. 87 (1987), no. 3, 477–483. MR874032 ↑24

[Car62] Lennart Carleson, Interpolations by bounded analytic functions and the corona problem, Ann.
of Math. (2) 76 (1962), 547–559. MR141789 ↑37

[CDMT21] Mingming Cao, Óscar Domínguez, José María Martell, and Pedro Tradacete, On the a∞
condition for elliptic operators in 1-sided nta domains satisfying the capacity density condition,
2021. ↑142

[CF74] R. R. Coifman and C. Fefferman, Weighted norm inequalities for maximal functions and
singular integrals, Studia Math. 51 (1974), 241–250. MR358205 ↑291

[CFG86] F. Chiarenza, E. Fabes, and N. Garofalo, Harnack’s inequality for Schrödinger operators and
the continuity of solutions, Proc. Amer. Math. Soc. 98 (1986), no. 3, 415–425. MR857933
↑446

[CFK81] LuisA.Caffarelli, EugeneB. Fabes, andCarlosE.Kenig,Completely singular elliptic-harmonic
measures, Indiana Univ. Math. J. 30 (1981), no. 6, 917–924. MR632860 ↑18

[CFMS81] L. Caffarelli, E. Fabes, S. Mortola, and S. Salsa, Boundary behavior of nonnegative solutions
of elliptic operators in divergence form, Indiana Univ. Math. J. 30 (1981), no. 4, 621–640.
MR620271 ↑95

[CG75] Lennart Carleson and JohnGarnett, Interpolating sequences and separation properties, Journal
d’Analyse Mathématique 28 (1975), 273–279. ↑37

[CH98] Thierry Cazenave andAlain Haraux,An introduction to semilinear evolution equations, Oxford
Lecture Series in Mathematics and its Applications, vol. 13, The Clarendon Press, Oxford
University Press, New York, 1998. Translated from the 1990 French original by Yvan Martel
and revised by the authors. MR1691574 ↑197, 198, 381

[CHM19] Juan Cavero, Steve Hofmann, and José María Martell, Perturbations of elliptic operators in
1-sided chord-arc domains. Part I: Small and large perturbation for symmetric operators,
Trans. Amer. Math. Soc. 371 (2019), no. 4, 2797–2835. MR3896098 ↑28, 34, 37, 49, 93, 99,
107, 108, 116, 126

[CHMT20] Juan Cavero, Steve Hofmann, José María Martell, and Tatiana Toro, Perturbations of elliptic
operators in 1-sided chord-arc domains. Part II: Non-symmetric operators and Carleson
measure estimates, Trans. Amer. Math. Soc. 373 (2020), no. 11, 7901–7935. MR4169677 ↑8,
28, 34, 38, 137, 139, 140, 165, 167, 168

[Chr90] Michael Christ, A T (b) theorem with remarks on analytic capacity and the Cauchy integral,
Colloq. Math. 60/61 (1990), no. 2, 601–628. MR1096400 ↑37, 39, 44, 155, 158

[CJ87] Michael Christ and Jean-Lin Journé, Polynomial growth estimates for multilinear singular
integral operators, Acta Math. 159 (1987), no. 1-2, 51–80. MR906525 ↑202, 203

[CLMS93] R. Coifman, P.-L. Lions, Y. Meyer, and S. Semmes, Compensated compactness and Hardy
spaces, J. Math. Pures Appl. (9) 72 (1993), no. 3, 247–286. MR1225511 ↑188

[CM86] R. R. Coifman and Yves Meyer, Nonlinear harmonic analysis, operator theory and P.D.E,
Beijing lectures in harmonic analysis (Beijing, 1984), 1986, pp. 3–45. MR864370 ↑258, 340

459



[CMP11] David V. Cruz-Uribe, José Maria Martell, and Carlos Pérez, Weights, extrapolation and
the theory of Rubio de Francia, Operator Theory: Advances and Applications, vol. 215,
Birkhäuser/Springer Basel AG, Basel, 2011. MR2797562 ↑277, 291, 292, 294, 337

[CMP20] Li Chen, José María Martell, and Cruz Prisuelos Arribas, Conical square functions for degen-
erate elliptic operators, Adv. Calc. Var. 13 (2020), no. 1, 75–113. MR4048383 ↑283

[CMR18] David Cruz-Uribe, José María Martell, and Cristian Rios,On the Kato problem and extensions
for degenerate elliptic operators, Anal. PDE 11 (2018), no. 3, 609–660. MR3738257 ↑310

[CMS85] R. R. Coifman, Y. Meyer, and E. M. Stein, Some new function spaces and their applications to
harmonic analysis, J. Funct. Anal. 62 (1985), no. 2, 304–335. MR791851 ↑283

[CR80] R. R. Coifman and R. Rochberg, Another characterization of BMO, Proc. Amer. Math. Soc.
79 (1980), no. 2, 249–254. MR565349 ↑291

[CZ56] A. P. Calderón and A. Zygmund, A note on the interpolation of sublinear operations, Amer. J.
Math. 78 (1956), 282–288. MR82647 ↑293

[Dah77] Björn E. J. Dahlberg, Estimates of harmonic measure, Arch. Rational Mech. Anal. 65 (1977),
no. 3, 275–288. MR0466593 ↑17, 18, 19, 21, 23, 24

[Dah79] ,On the Poisson integral for Lipschitz andC1-domains, Studia Math. 66 (1979), no. 1,
13–24. MR562447 ↑17, 19, 21

[Dah86a] , On the absolute continuity of elliptic measures, Amer. J. Math. 108 (1986), no. 5,
1119–1138. MR859772 ↑25

[Dah86b] Björn E. J. Dahlberg, Poisson semigroups and singular integrals, Proc. Amer. Math. Soc. 97
(1986), no. 1, 41–48. MR831384 ↑21

[Dav88] Guy David, Morceaux de graphes lipschitziens et intégrales singulières sur une surface, Rev.
Mat. Iberoamericana 4 (1988), no. 1, 73–114. MR1009120 ↑44

[Dav91] ,Wavelets and singular integrals on curves and surfaces, LectureNotes inMathematics,
vol. 1465, Springer-Verlag, Berlin, 1991. MR1123480 ↑44

[DeG57] Ennio De Giorgi, Sulla differenziabilità e l’analiticità delle estremali degli integrali multipli
regolari, Mem. Accad. Sci. Torino. Cl. Sci. Fis. Mat. Nat. (3) 3 (1957), 25–43. MR0093649
↑191

[DEM] Guy David, Max Engelstein, and Svitlana Mayboroda, Square functions, non-tangential lim-
its and harmonic measure in co-dimensions larger than one, Duke. Math. J. Accepted for
publication. arXiv:1808.08882. ↑10, 24, 35, 36, 112

[DFM19a] Guy David, Joseph Feneuil, and Svitlana Mayboroda, Dahlberg’s theorem in higher co-
dimension, J. Funct. Anal. 276 (2019), no. 9, 2731–2820. MR3926132 ↑24, 35, 36, 165,
167, 168

[DFM19b] , Elliptic theory for sets with higher co-dimensional boundaries, Memoirs of the AMS
(2019). Accepted for publication. ↑8, 24, 38, 40, 41, 71, 73, 90, 92, 95, 96, 97, 98, 99, 100,
101, 102, 104, 119, 135, 148, 150

[DFM] , Elliptic theory in domains with boundaries of mixed dimension. Preprint. Submitted
March 2020. arXiv:2003.09037v1. ↑25, 37, 38, 50, 71, 72, 96, 108, 112, 114, 115, 141, 145,
146, 150, 152, 176

[DHM18] Blair Davey, Jonathan Hill, and Svitlana Mayboroda, Fundamental matrices and Green matri-
ces for non-homogeneous elliptic systems, Publ. Mat. 62 (2018), no. 2, 537–614. MR3815288
↑175, 189, 205, 445, 446

[DiB16] Emmanuele DiBenedetto, Real analysis, Second, Birkhäuser Advanced Texts: Basler
Lehrbücher. [Birkhäuser Advanced Texts: Basel Textbooks], Birkhäuser/Springer, New York,
2016. MR3560412 ↑414

460



[DJ90] G. David and D. Jerison, Lipschitz approximation to hypersurfaces, harmonic measure, and
singular integrals, Indiana Univ. Math. J. 39 (1990), no. 3, 831–845. MR1078740 ↑23, 27, 28

[DJK84] Björn E. J. Dahlberg, David S. Jerison, and Carlos E. Kenig, Area integral estimates for
elliptic differential operators with nonsmooth coefficients, Ark. Mat. 22 (1984), no. 1, 97–108.
MR735881 ↑23, 37, 113

[DKP11] Martin Dindoš, Carlos Kenig, and Jill Pipher, BMO solvability and the A∞ condition for
elliptic operators, J. Geom. Anal. 21 (2011), no. 1, 78–95. MR2755677 ↑23

[DMa] Guy David and Svitlana Mayboroda, Good elliptic operators on cantor sets. Preprint. ↑144
[DMb] , Harmonic measure is absolutely continuous with respect to the hausdorff measure

on all low-dimensional uniformly rectifiable sets. Preprint. arXiv:2006.14661. ↑10, 24, 35, 37,
38, 93, 113, 116, 123, 138, 139

[DP19] Martin Dindoš and Jill Pipher, Perturbation theory for solutions to second order elliptic
operators with complex coefficients and the Lp Dirichlet problem, Acta Math. Sin. (Engl. Ser.)
35 (2019), no. 6, 749–770. MR3952690 ↑24

[DP40] Nelson Dunford and B. J. Pettis, Linear operations on summable functions, Trans. Amer. Math.
Soc. 47 (1940), 323–392. MR0002020 ↑424

[DPP07] Martin Dindoš, Stefanie Petermichl, and Jill Pipher, TheLp Dirichlet problem for second order
elliptic operators and a p-adapted square function, J. Funct. Anal. 249 (2007), no. 2, 372–392.
MR2345337 ↑21, 22, 24

[DPP17] , BMO solvability and the A∞ condition for second order parabolic operators, Ann.
Inst. H. Poincaré Anal. Non Linéaire 34 (2017), no. 5, 1155–1180. MR3742519 ↑168

[DPV12] Eleonora Di Nezza, Giampiero Palatucci, and Enrico Valdinoci, Hitchhiker’s guide to the
fractional Sobolev spaces, Bull. Sci. Math. 136 (2012), no. 5, 521–573. MR2944369 ↑196

[DR86] Javier Duoandikoetxea and José L. Rubio de Francia,Maximal and singular integral operators
via Fourier transform estimates, Invent. Math. 84 (1986), no. 3, 541–561. MR837527 ↑292

[DS93] Guy David and Stephen Semmes, Analysis of and on uniformly rectifiable sets, Mathematical
Surveys and Monographs, vol. 38, American Mathematical Society, Providence, RI, 1993.
MR1251061 ↑37

[EG92] Lawrence C. Evans and Ronald F. Gariepy, Measure theory and fine properties of functions,
1st ed., Studies in Advanced Mathematics, CRC Press, Boca Raton, FL, 1992. ↑86, 87

[Esc96] Luis Escauriaza, The Lp Dirichlet problem for small perturbations of the Laplacian, Israel J.
Math. 94 (1996), 353–366. MR1394581 ↑27

[Fed69] Herbert Federer, Geometric measure theory, Die Grundlehren der mathematischen Wis-
senschaften, Band 153, Springer-Verlag New York Inc., New York, 1969. MR0257325 ↑31

[Fef83] Charles L. Fefferman, The uncertainty principle, Bull. Amer. Math. Soc. (N.S.) 9 (1983), no. 2,
129–206. MR707957 ↑393

[Fef89] R. Fefferman, A criterion for the absolute continuity of the harmonic measure associated with
an elliptic operator, J. Amer. Math. Soc. 2 (1989), no. 1, 127–135. MR955604 ↑26, 29

[Fen] Joseph Feneuil, Absolute continuity of the harmonic measure on low dimensional rectifiable
sets. Preprint. arXiv:2006.03118. ↑10, 24, 35, 138, 139

[FJK82] E. Fabes, D. Jerison, and C. Kenig, The Wiener test for degenerate elliptic equations, Ann.
Inst. Fourier (Grenoble) 32 (1982), no. 3, vi, 151–182. MR688024 ↑24

[FJK84] Eugene B. Fabes, David S. Jerison, and Carlos E. Kenig, Necessary and sufficient conditions
for absolute continuity of elliptic-harmonic measure, Ann. of Math. (2) 119 (1984), no. 1,
121–141. MR736563 ↑18, 19, 25

461



[FKP91] R. A. Fefferman, C. E. Kenig, and J. Pipher, The theory of weights and the Dirichlet problem
for elliptic equations, Ann. of Math. (2) 134 (1991), no. 1, 65–124. MR1114608 ↑8, 21, 22,
23, 26, 27, 29, 37, 136

[FKS82] Eugene B. Fabes, Carlos E. Kenig, and Raul P. Serapioni, The local regularity of solutions of
degenerate elliptic equations, Comm. Partial Differential Equations 7 (1982), no. 1, 77–116.
MR643158 ↑24

[FMZ] Joseph Feneuil, Svitlana Mayboroda, and Zihui Zhao,Dirichlet problem in domains with lower
dimensional boundaries, Rev.Mat. Iberoam. Accepted for publication. arXiv:1810.06805. ↑24,
35

[Fol99] Gerald B. Folland, Real analysis, Second, Pure and Applied Mathematics (New York), John
Wiley & Sons, Inc., New York, 1999. Modern techniques and their applications, A Wiley-
Interscience Publication. MR1681462 ↑109

[FP] Joseph Feneuil and Bruno Poggi, Generalized carleson perturbations of elliptic operators and
applications. Preprint. November 2020. ↑10, 142

[FS72] C. Fefferman and E. M. Stein,Hp spaces of several variables, Acta Math. 129 (1972), no. 3-4,
137–193. MR0447953 ↑17, 202

[Gar72] John Garnett, Analytic capacity and measure, Lecture Notes in Mathematics, Vol. 297,
Springer-Verlag, Berlin-New York, 1972. MR0454006 ↑144

[GdlHH16] Ana Grau de la Herrán and Steve Hofmann, A local Tb theorem with vector-valued testing
functions, Some topics in harmonic analysis and applications, 2016, pp. 203–229. MR3525561
↑191, 202, 241, 246, 260, 262

[Geh73] F. W. Gehring, The Lp-integrability of the partial derivatives of a quasiconformal mapping,
Acta Math. 130 (1973), 265–277. MR0402038 ↑189, 402

[GH17] Ana Grau De La Herrán and Steve Hofmann, Generalized local Tb theorems for square
functions, Mathematika 63 (2017), no. 1, 1–28. MR3532705 ↑304

[GHN16] Fritz Gesztesy, Steve Hofmann, and Roger Nichols, On stability of square root domains for
non-self-adjoint operators under additive perturbations, Mathematika 62 (2016), no. 1, 111–
182. MR3430379 ↑188

[Gia83] Mariano Giaquinta, Multiple integrals in the calculus of variations and nonlinear elliptic
systems, Annals of Mathematics Studies, vol. 105, Princeton University Press, Princeton, NJ,
1983. MR717034 ↑189

[GK03] François Germinet and Abel Klein, Operator kernel estimates for functions of generalized
Schrödinger operators, Proc. Amer. Math. Soc. 131 (2003), no. 3, 911–920. MR1937430 ↑394

[GR85a] José García-Cuerva and José L. Rubio de Francia,Weighted norm inequalities and related top-
ics, North-HollandMathematics Studies, vol. 116, North-Holland Publishing Co., Amsterdam,
1985. Notas de Matemática [Mathematical Notes], 104. MR807149 ↑43, 139, 163

[GR85b] José García Cuerva and José L. Rubio de Francia,Weighted norm inequalities and related top-
ics, North-HollandMathematics Studies, vol. 116, North-Holland Publishing Co., Amsterdam,
1985. Notas de Matemática [Mathematical Notes], 104. MR807149 ↑291

[Gra14] Loukas Grafakos, Modern Fourier analysis, Third, Graduate Texts in Mathematics, vol. 250,
Springer, New York, 2014. MR3243734 ↑293

[GW82] Michael Grüter and Kjell-Ove Widman, The Green function for uniformly elliptic equations,
Manuscripta Math. 37 (1982), no. 3, 303–342. MR657523 ↑99, 446

[HK07] Steve Hofmann and Seick Kim, The Green function estimates for strongly elliptic systems of
second order, Manuscripta Math. 124 (2007), no. 2, 139–172. MR2341783 ↑189

462



[HKM06] Juha Heinonen, Tero Kilpeläinen, and Olli Martio, Nonlinear potential theory of degenerate
elliptic equations, Dover Publications, Inc., Mineola, NY, 2006. Unabridged republication of
the 1993 original. MR2305115 ↑145

[HKMP15a] Steve Hofmann, Carlos Kenig, Svitlana Mayboroda, and Jill Pipher, The regularity problem for
second order elliptic operators with complex-valued bounded measurable coefficients, Math.
Ann. 361 (2015), no. 3-4, 863–907. MR3319551 ↑20

[HKMP15b] , Square function/non-tangential maximal function estimates and the Dirichlet prob-
lem for non-symmetric elliptic operators, J. Amer. Math. Soc. 28 (2015), no. 2, 483–529.
MR3300700 ↑20

[HL01a] Steve Hofmann and John L. Lewis, The Dirichlet problem for parabolic operators with singular
drift terms, Mem. Amer. Math. Soc. 151 (2001), no. 719, viii+113. MR1828387 ↑8, 139

[HL01b] , The Dirichlet problem for parabolic operators with singular drift terms, Mem. Amer.
Math. Soc. 151 (2001), no. 719, viii+113. MR1828387 ↑22

[HL97] Qing Han and Fanghua Lin, Elliptic partial differential equations, Courant Lecture Notes in
Mathematics, vol. 1, New York University, Courant Institute of Mathematical Sciences, New
York; American Mathematical Society, Providence, RI, 1997. MR1669352 ↑307

[HM09] Steve Hofmann and Svitlana Mayboroda, Hardy and BMO spaces associated to divergence
form elliptic operators, Math. Ann. 344 (2009), no. 1, 37–116. MR2481054 ↑140

[HM10] Steve Hofmann and José María Martell, A note onA∞ estimates via extrapolation of Carleson
measures, The AMSI-ANU Workshop on Spectral Theory and Harmonic Analysis, 2010,
pp. 143–166. MR2655385 ↑48

[HM12] Steve Hofmann and José María Martell,A∞ estimates via extrapolation of Carleson measures
and applications to divergence form elliptic operators, Trans. Amer. Math. Soc. 364 (2012),
no. 1, 65–101. MR2833577 ↑8, 28, 37, 49, 108, 116, 126

[HM14] ,Uniform rectifiability and harmonic measure I: Uniform rectifiability implies Poisson
kernels in Lp, Ann. Sci. Éc. Norm. Supér. (4) 47 (2014), no. 3, 577–654. MR3239100 ↑23,
27, 37, 42, 48, 49, 50, 61, 62, 64, 65, 66, 67, 70, 77, 86, 92, 93, 116, 123, 140, 150

[HM88] B. Helffer and A.Mohamed,Caractérisation du spectre essentiel de l’opérateur de Schrödinger
avec un champmagnétique, Ann. Inst. Fourier (Grenoble) 38 (1988), no. 2, 95–112. MR949012
↑393

[HMM15a] Steve Hofmann, SvitlanaMayboroda, andMihalisMourgoglou, Layer potentials and boundary
value problems for elliptic equationswith complexL∞ coefficients satisfying the small Carleson
measure norm condition, Adv. Math. 270 (2015), 480–564. MR3286542 ↑29

[HMM15b] , Layer potentials and boundary value problems for elliptic equations with complex
L∞ coefficients satisfying the small Carleson measure norm condition, Adv. Math. 270 (2015),
480–564. MR3286542 ↑241, 254, 258, 339

[HMM] Steve Hofmann, José María Martell, and Svitlana Mayboroda, Transference of scale-invariant
estimates from lipschitz to non-tangentially accessible to uniformly rectifiable domains.
Preprint. ↑140

[HMM+a] Steve Hofmann, José María Martell, Svitlana Mayboroda, Tatiana Toro, and Zihui Zhao,
Uniform rectifiablity and elliptic operators satisfying a carleson measure condition, part i: The
small constant case. Preprint. August 2019. arXiv:1908.03161. ↑144

[HMM+b] , Uniform rectifiablity and elliptic operators satisfying a carleson measure condition,
part ii: The large constant case. Preprint. August 2019. arXiv:1710.06157. ↑21, 143, 144

[HMT] Steve Hofmann, José María Martell, and Tatiana Toro, General divergence form elliptic oper-
ators on domains with adr boundaries, and on 1-sided nta domains. Work in progress. 2014.
↑28, 149

463



[HMU14] Steve Hofmann, José María Martell, and Ignacio Uriarte-Tuero, Uniform rectifiability and
harmonic measure, II: Poisson kernels in Lp imply uniform rectifiability, Duke Math. J. 163
(2014), no. 8, 1601–1654. MR3210969 ↑23, 28

[HN85] Bernard Helffer and Jean Nourrigat, Hypoellipticité maximale pour des opérateurs polynômes
de champs de vecteurs, Progress in Mathematics, vol. 58, Birkhäuser Boston, Inc., Boston,
MA, 1985. MR897103 ↑393

[Hof10] Steve Hofmann, Local T (b) theorems and applications in PDE, Harmonic analysis and partial
differential equations, 2010, pp. 29–52. MR2664559 ↑263

[Iva84] L.D. Ivanov, On sets of analytic capacity zero, Linear and complex analysis problem book,
1984, pp. xviii+720. 199 research problems. MR734178 ↑144

[Jaw86] Björn Jawerth, Weighted inequalities for maximal operators: linearization, localization and
factorization, Amer. J. Math. 108 (1986), no. 2, 361–414. MR833361 ↑43

[JK81a] David S. Jerison and Carlos E. Kenig, The Dirichlet problem in nonsmooth domains, Ann. of
Math. (2) 113 (1981), no. 2, 367–382. MR607897 ↑19, 27

[JK81b] , The Neumann problem on Lipschitz domains, Bull. Amer. Math. Soc. (N.S.) 4 (1981),
no. 2, 203–207. MR598688 ↑18

[JK82] , Boundary behavior of harmonic functions in nontangentially accessible domains,
Adv. in Math. 46 (1982), no. 1, 80–147. MR676988 ↑95

[Jon80] Peter W. Jones, Factorization of Ap weights, Ann. of Math. (2) 111 (1980), no. 3, 511–530.
MR577135 ↑295

[Kat95] Tosio Kato,Perturbation theory for linear operators, Classics inMathematics, Springer-Verlag,
Berlin, 1995. Reprint of the 1980 edition. MR1335452 ↑375

[Ken94] Carlos E. Kenig, Harmonic analysis techniques for second order elliptic boundary value prob-
lems, CBMSRegional Conference Series inMathematics, vol. 83, Published for the Conference
Board of theMathematical Sciences, Washington, DC; by the AmericanMathematical Society,
Providence, RI, 1994. MR1282720 ↑19, 22, 43, 95, 108

[KK10] Kyungkeun Kang and Seick Kim, Global pointwise estimates for Green’s matrix of second
order elliptic systems, J. Differential Equations 249 (2010), no. 11, 2643–2662. MR2718661
↑439

[KKPT00] C. Kenig, H. Koch, J. Pipher, and T. Toro, A new approach to absolute continuity of elliptic
measure, with applications to non-symmetric equations, Adv. Math. 153 (2000), no. 2, 231–
298. MR1770930 ↑20

[KKPT16] C. Kenig, B. Kirchheim, J. Pipher, and T. Toro, Square functions and the A∞ property of
elliptic measures, J. Geom. Anal. 26 (2016), no. 3, 2383–2410. MR3511480 ↑28, 137, 165,
167, 168

[KMM07] Nigel Kalton, Svitlana Mayboroda, andMarius Mitrea, Interpolation of Hardy-Sobolev-Besov-
Triebel-Lizorkin spaces and applications to problems in partial differential equations, Inter-
polation theory and applications, 2007, pp. 121–177. MR2381891 ↑208

[KP01] Carlos E. Kenig and Jill Pipher, The Dirichlet problem for elliptic equations with drift terms,
Publ. Mat. 45 (2001), no. 1, 199–217. MR1829584 ↑21, 22, 139

[KP93a] , The Neumann problem for elliptic equations with nonsmooth coefficients, Invent.
Math. 113 (1993), no. 3, 447–509. MR1231834 ↑19

[KP93b] , The Neumann problem for elliptic equations with nonsmooth coefficients, Invent.
Math. 113 (1993), no. 3, 447–509. MR1231834 ↑285

[KR09] Carlos E. Kenig and David J. Rule, The regularity and Neumann problem for non-symmetric
elliptic operators, Trans. Amer. Math. Soc. 361 (2009), no. 1, 125–160. MR2439401 ↑20

464



[KS00] Kazuhiro Kurata and Satoko Sugano, A remark on estimates for uniformly elliptic operators on
weighted Lp spaces and Morrey spaces, Math. Nachr. 209 (2000), 137–150. MR1734362 ↑30

[KS19] Seick Kim and Georgios Sakellaris, Green’s function for second order elliptic equations with
singular lower order coefficients, Comm. Partial Differential Equations 44 (2019), no. 3, 228–
270. MR3941634 ↑189

[Kur00] Kazuhiro Kurata, An estimate on the heat kernel of magnetic Schrödinger operators and
uniformly elliptic operators with non-negative potentials, J. London Math. Soc. (2) 62 (2000),
no. 3, 885–903. MR1794292 ↑30

[Leo17] Giovanni Leoni, A first course in Sobolev spaces, Second, Graduate Studies in Mathematics,
vol. 181, American Mathematical Society, Providence, RI, 2017. MR3726909 ↑193, 199

[LM95] John L. Lewis andMargaret A. M.Murray, The method of layer potentials for the heat equation
in time-varying domains, Mem. Amer. Math. Soc. 114 (1995), no. 545, viii+157. MR1323804
↑8, 28, 37

[LMPT10] Michael T. Lacey, Kabe Moen, Carlos Pérez, and Rodolfo H. Torres, Sharp weighted bounds
for fractional integral operators, J. Funct. Anal. 259 (2010), no. 5, 1073–1097. MR2652182
↑338

[LS81] Herbert Leinfelder and Christian G. Simader, Schrödinger operators with singular magnetic
vector potentials, Math. Z. 176 (1981), no. 1, 1–19. MR606167 ↑423

[May10] Svitlana Mayboroda, The connections between Dirichlet, regularity and Neumann problems
for second order elliptic operators with complex bounded measurable coefficients, Adv. Math.
225 (2010), no. 4, 1786–1819. MR2680190 ↑22

[Mey63] Norman G. Meyers, An Lpe-estimate for the gradient of solutions of second order elliptic di-
vergence equations, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (3) 17 (1963), 189–206. MR159110
↑189

[MMM20] Juan José Marín, José María Martell, and Marius Mitrea, The generalized Hölder and Morrey-
Campanato Dirichlet problems for elliptic systems in the upper half-space, Potential Anal. 53
(2020), no. 3, 947–976. MR4140084 ↑140

[MN91] A. Mohamed and J. Nourrigat, Encadrement duN(λ) pour un opérateur de Schrödinger avec
un champ magnétique et un potentiel électrique, J. Math. Pures Appl. (9) 70 (1991), no. 1,
87–99. MR1091921 ↑393

[Mos61] Jürgen Moser, On Harnack’s theorem for elliptic differential equations, Comm. Pure Appl.
Math. 14 (1961), 577–591. MR0159138 ↑191

[Mou] Mihalis Mourgoglou, Regularity theory and green’s function for elliptic equations with lower
order terms in unbounded domains. Preprint. April 2019. arXiv:1904.04722. ↑23

[MP19] Svitlana Mayboroda and Bruno Poggi, Exponential decay estimates for fundamental solu-
tions of Schrödinger-type operators, Trans. Amer. Math. Soc. 372 (2019), no. 6, 4313–4357.
MR4009431 ↑391

[MP21] S. Mayboroda and B. Poggi, Carleson perturbations of elliptic operators on domains with low
dimensional boundaries, J. Funct. Anal. 280 (2021), no. 8, 108930, 91. MR4207311 ↑9, 135,
140, 150

[MPT13] Emmanouil Milakis, Jill Pipher, and Tatiana Toro, Harmonic analysis on chord arc domains,
J. Geom. Anal. 23 (2013), no. 4, 2091–2157. MR3107693 ↑8

[MPT14] , Perturbations of elliptic operators in chord arc domains, Harmonic analysis and
partial differential equations, 2014, pp. 143–161. MR3204862 ↑27

[MT10] Emmanouil Milakis and Tatiana Toro, Divergence form operators in Reifenberg flat domains,
Math. Z. 264 (2010), no. 1, 15–41. MR2564930 ↑27

465



[MT] Andrew Morris and Andy Turner, Solvability for non-smooth schrödinger equations with
singular potentials and square integrable data. Preprint. January 2020. arXiv:2001.11901.
↑23

[Muc72] Benjamin Muckenhoupt, Weighted norm inequalities for the Hardy maximal function, Trans.
Amer. Math. Soc. 165 (1972), 207–226. MR293384 ↑291

[MW74] Benjamin Muckenhoupt and Richard Wheeden, Weighted norm inequalities for fractional
integrals, Trans. Amer. Math. Soc. 192 (1974), 261–274. MR340523 ↑296

[MZ19] Svitlana Mayboroda and Zihui Zhao, Square function estimates, the BMO Dirichlet problem,
and absolute continuity of harmonic measure on lower-dimensional sets, Anal. PDE 12 (2019),
no. 7, 1843–1890. MR3986543 ↑24, 37, 50, 110, 111

[MZ97] Jan Malý and William P. Ziemer, Fine regularity of solutions of elliptic partial differential
equations, Mathematical Surveys and Monographs, vol. 51, American Mathematical Society,
Providence, RI, 1997. MR1461542 ↑195, 273

[Nas58] J. Nash, Continuity of solutions of parabolic and elliptic equations, Amer. J. Math. 80 (1958),
931–954. MR100158 ↑191

[Ouh05] El Maati Ouhabaz, Analysis of heat equations on domains, London Mathematical Society
Monographs Series, vol. 31, Princeton University Press, Princeton, NJ, 2005. MR2124040
↑397, 398, 421

[Pet08] Stefanie Petermichl, The sharp weighted bound for the Riesz transforms, Proc. Amer. Math.
Soc. 136 (2008), no. 4, 1237–1249. MR2367098 ↑338

[Pog] Bruno Poggi, Failure to slide: a brief note on the interplay between the kenig-pipher condition
and the absolute continuity of elliptic measures. Preprint. arXiv: 1912.10115. ↑21

[Pri19] Cruz Prisuelos Arribas, Vertical square functions and other operators associated with an
elliptic operator, J. Funct. Anal. 277 (2019), no. 12, 108296, 63. MR4019099 ↑277, 332

[Ros13] Andreas Rosén, Layer potentials beyond singular integral operators, Publ. Mat. 57 (2013),
no. 2, 429–454. MR3114777 ↑191, 217

[Rub83] José Luis Rubio de Francia, A new technique in the theory of Ap weights, Topics in modern
harmonic analysis, Vol. I, II (Turin/Milan, 1982), 1983, pp. 571–579. MR748875 ↑291

[Rub84] José L. Rubio de Francia, Factorization theory and Ap weights, Amer. J. Math. 106 (1984),
no. 3, 533–547. MR745140 ↑291
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