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LaMME, Univ. Evry, CNRS, Université Paris-Saclay, 91025, Evry, France.

September 25, 2025

Abstract

We study here mild solutions for the forced, incompressible fractional Boussinesq system. Under
suitable estimates for the terms involved (in an adapted functional framework) we can invoque
a fixed point argument in order to obtain mild solutions. Although many functional spaces can
be considered, we are interested here in a critical setting which ensures the existence of global
solutions and we will work in particular with parabolic Morrey spaces which provide one of the
largest critical functional frameworks available for constructing mild solutions for the fractional
Boussinesq equations.
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1 Introduction and presentation of the results

In this article we are interested in studying mild solutions for the fractional incompressible Boussinesq
system over Rd with d ≥ 2, which is given by the following coupled equations

∂t~u = −(−∆)
α
2 ~u− div (~u⊗ ~u)− ~∇p+ θ~ed + ~f, div(~u) = 0, (1 < α < 2),

∂tθ = −(−∆)
α
2 θ + div(θ ~u) + g,

~u(0, ·) = ~u0, div(~u0) = 0, θ(0, ·) = θ0,

(1.1)

where ~u0 : Rd −→ Rd denotes the initial velocity of the fluid, θ0 : Rd −→ R is the initial temperature
of the fluid, ~u : [0,+∞[×Rd −→ Rd is the velocity field which is assumed to be divergence free (i.e.
div(~u) = 0), p : [0,+∞[×Rd −→ R is the internal pressure and θ : [0,+∞[×Rd −→ R is the temper-
ature of the fluid (which can be viewed as convection force which is both diffused and transported
along the flow of the velocity ~u). The functions ~f : [0,+∞[×Rd −→ Rd and g : [0,+∞[×Rd −→ R
represent two given external forces. We recall that for an index α > 0, the fractional Laplacian op-

erator (−∆)
α
2 can be defined as a Fourier multiplier through the expression ̂(−∆)

α
2 φ(ξ) = |ξ|αφ̂(ξ),
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where φ : Rd −→ R is a suitable function (say φ ∈ S(Rd)). For vectorial functions ~φ : Rd −→ Rd the
expression (−∆)

α
2 ~φ is considered component-wise.

The classical Boussinesq system (i.e. when α = 2) has been studied by multiple authors. For
weak solutions à la Leray and their properties see [3], [9], [11] and for mild solutions à la Kato see [2],
[8], [4] as well as the references therein. For other results related to this system (in 3D or in 2D) see
[5], [10], [13], [21], [25]. The fractional Boussinesq system (1.1) has been a little less studied than the
classical equations, see however the articles [14], [12], [23] and [24] for some results in the fractional
framework.

In this article we are particularly interested in constructing mild solutions of the system (1.1) in a
very large critical functional setting (essentially based on parabolic Morrey spaces and this approach
seems to be new for the fractional Boussinesq equations) and in order to present our framework we
need to recall some basic facts.

Indeed, we first remark that it is possible to link the study of the pressure p to the velocity field
~u and to the temperature θ: by formally applying the divergence to the first equation of the system
(1.1) and using the divergence free property of the velocity field (div(~u) = 0) we obtain the following
expression

(−∆)p = div
(

div(~u⊗ ~u)− ~f − θ~ed
)
,

which allows us to deduce information over the pressure as long as we have suitable informations
over the velocity field ~u, the temperature θ and the external force ~f . This enables us to consider
the functions ~u and θ as the main variables of the system (1.1) and we will thus focus our study
in these functions. To continue, and in order to get rid of the pressure, we consider now the Leray
projector defined by the expression P(~ψ) = ~ψ+ ~∇(−∆)−1div(~ψ) and since we have P(~∇p) = 0 as well
as P(~u) = ~u (since div(~u) = 0), if we apply this projector to the first equation of (1.1), we obtain the
equation

∂t~u = −(−∆)
α
2 ~u− P (div (~u⊗ ~u)) + P(θ~ed) + P(~f),

where the pressure p does not intervene. We will thus work with the following system∂t~u = −(−∆)
α
2 ~u− P (div (~u⊗ ~u)) + P(θ~ed) + P(~f),

∂tθ = −(−∆)
α
2 θ + div(θ ~u) + g,

(1.2)

and a very important feature of this system is the following: if (~u, θ) is a solution of (1.2), then for all
λ > 0, the rescaled couple (~uλ, θλ) where

~uλ(t, x) = λα−1~u(λαt, λx), θλ(t, x) = λ2α−1θ(λαt, λx), (1.3)

is also a solution of the same system, of course with the rescaled forces

~fλ(t, x) = λ2α−1 ~f(λαt, λx), gλ(t, x) = λ3α−1g(λαt, λx), (1.4)

and with the rescaled initial data:

~uλ,0(x) = λα−1~u0(λx), θλ,0(x) = λ2α−1θ0(λx). (1.5)

We soon shall see how this homogeneity (or scaling) property of the system (1.2) will be essential in
what follows.
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As we are mainly interested in studying mild solutions for the system (1.2) (see Theorem 1 below),
we will consider its integral formulation:

~u = pt ∗ ~u0 −
∫ t

0
pt−s ∗ P (div(~u⊗ ~u)) ds+

∫ t

0
pt−s ∗ P(θ~ed)ds+

∫ t

0
pt−s ∗ P(~f)ds

θ = pt ∗ θ0 +

∫ t

0
pt−s ∗ div(θ~u)ds+

∫ t

0
pt−s ∗ g ds,

(1.6)

where pt, with t > 0 is the fractional heat kernel associated to the semi-group e−t(−∆)
α
2 (we thus have

in the Fourier level the expression p̂t(ξ) = e−t|ξ|
α
).

Before we state our first result, we need to introduce some definitions.

• Morrey spaces. We will say that a locally integrable function φ : Rd −→ R belongs to the
Morrey space Mp,q(Rd) with 1 ≤ p ≤ q < +∞, if we have

‖φ‖Mp,q = sup
x∈Rd

sup
r>0

1

r
d( 1
p
− 1
q

)

(∫
B(x,r)

|φ(y)|pdy

) 1
p

< +∞. (1.7)

Morrey spaces are a generalization of Lebesgue spaces and from this expression we easily obtain
the identification Mp,p(Rd) = Lp(Rd). See more details on these functional spaces in the books
[20] and [22].

• Triebel-Lizorkin-Morrey spaces. We will need the following thermic characterization of
Triebel-Lizorkin spaces based on Morrey spaces. Indeed, for a regularity index σ < 0 and for
two parameters 1 ≤ p ≤ q < +∞, we will say that a function φ : Rd −→ R belongs to the
Triebel-Morrey spaces T σMp,q(Rd) if

‖φ‖Tσ
Mp,q =

∥∥∥∥∥
(∫ +∞

0
t
−σp
α |pt ∗ φ(·)|pdt

t

) 1
p

∥∥∥∥∥
Mp,q

< +∞, (1.8)

where pt stands for the kernel associated to the semi-group e−t(−∆)
α
2 with 1 < α < 2 and where

Mp,q(Rd) is a Morrey space given in the expression (1.7) above.

• Parabolic Morrey spaces. Now, for a function ψ : [0,+∞[×Rd −→ R we will say that it
belongs to the homogeneous parabolic Morrey space Mp,q

α ([0,+∞[×Rd) where 1 ≤ p ≤ q < +∞
and 1 < α < 2 if

‖ψ‖Mp,q
α

= sup
r>0

sup
(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|ψ(s, y)|pdyds

) 1
p

< +∞. (1.9)

It is easy to see that we have the space inclusion Mp1,q
α ([0,+∞[×Rd) ⊂Mp0,q

α ([0,+∞[×Rd) for
all 1 ≤ p0 ≤ p1 ≤ q < +∞.

• Parabolic Sobolev-Morrey spaces. Finally, for a function ψ : [0,+∞[×Rd −→ R, we will
say that it belongs to the homogeneous Sobolev-Morrey space Ẇ−γ,p,qα ([0,+∞[×Rd) where 1 ≤
p ≤ q < +∞, γ ∈ R and 1 < α ≤ 2 if

‖ψ‖Ẇ−γ,p,qα
= ‖(−∆)−

γ
2ψ‖Mp,q

α
< +∞. (1.10)
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Of course these definitions can be generalized without any problem to vector valued functions. Note
also that, in the definition of these parabolic spaces, the time interval [0,+∞[ can be extended to R
without any problem. See also Section 2 below for more properties of these functional spaces.

With these functional spaces at hand we can now present our first result.

Theorem 1 (Initial data in Triebel-Lizorkin-Morrey spaces) Let d ≥ 2 denote the dimension
and consider a fractional power such that 1 < α < 2. Fix now a real parameter 1 ≤ p < +∞ such that
4 < 3α−2

α−1 < p ≤ d+α
α−1 .

1) If ~u0 : Rd −→ Rd is a divergence free initial velocity such that ~u0 ∈ T
−α
p

Mp,q(Rd) where we have
1
q = α−1

d+α −
α
d (1

p −
α−1
d+α),

if θ0 : Rd −→ R is an initial temperature such that θ0 ∈ T
−α

p

Mp,q(Rd) where p = ( α−1
2α−1)p and

1
q = (2α−1

d+α )− α
d (1

p −
2α−1
d+α ).

2) If ~f : [0,+∞[×Rd −→ Rd is an external force such that ~f ∈ Ẇ−γ,m,rα ([0,+∞[×Rd), where
0 < γ < α with m = ( α−1

2α−1−γ )p and r = d+α
2α−1−γ ,

if g : [0,+∞[×Rd −→ R is an external force such that we have g ∈ Ẇ−δ,n,qα ([0,+∞[×Rd), where
0 < δ < α with n = ( α−1

3α−1−δ )p and s = d+α
3α−1−δ .

If the quantity

‖~u0‖
T
−αp
Mp,q

+ ‖θ0‖
T
−αp
Mp,q

+ ‖~f‖Ẇ−γ,m,rα
+ ‖g‖Ẇ−δ,n,sα

,

is small enough, then there exists a global mild solution (~u, θ) of the fractional integral problem (1.6)
such that

~u ∈M
p, d+α
α−1

α ([0,+∞[×Rd) and θ ∈M
p, d+α

2α−1
α ([0,+∞[×Rd).

This result deserves several remarks. Indeed, we first note that, from the point of view of the homo-
geneity with respect to the dilations (1.3), (1.4) and (1.5), the spaces considered here are critical since
we have the identities

‖~uλ,0‖
T
−αp
Mp,q

= ‖~u0‖
T
−αp
Mp,q

and ‖θλ,0‖
T
−αp
Mp,q

= ‖θ0‖
T
−αp
Mp,q

, for the initial data,

‖~fλ‖Ẇ−γ,m,rα
= ‖~f‖Ẇ−γ,m,rα

and ‖gλ‖Ẇ−δ,n,sα
= ‖g‖Ẇ−δ,n,sα

, for the external forces,

‖~uλ‖
M

p, d+αα−1
α

= ‖~u‖
M

p, d+αα−1
α

and ‖θλ‖
M

p, d+α2α−1
α

= ‖θ‖
M

p, d+α2α−1
α

, for the resolution spaces,

so we are working here in a complete critical setting, and this is possible through the choice of the
different indexes that define the functional spaces considered above. An interesting consequence of
this fact is that, under a smallness condition over the initial data and the external forces, we can
obtain mild solutions that are global in time.

To the best of our knowledge this result is new for the Boussinesq fractional equations (1.1) as it
provides a quite general framework for mild solutions and we do not know if it is possible to consider
a largest critical functional setting than the one presented here.

Let us make now some comments on the values of the parameters used here. Besides the dimension
d ≥ 2 and the fractional power of the Laplacian 1 < α < 2, the main parameter is the index p that
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satisfies 4 < 3α−2
α−1 < p ≤ d+α

α−1 and which determines the rest of the indexes of the functional spaces
used for the initial data, the external forces and the resolution spaces.

In particular we remark that the upper bound p ≤ d+α
α−1 is essential as it guarantees that the dif-

ferent Morrey spaces are well defined: indeed, this upper bound gives the conditions p ≤ q, p ≤ q,
m ≤ r and n ≤ s for the Morrey spaces Mp,q used for the initial data ~u0, for the space Mp,q used for
the initial temperature θ0, for the spacesMm,r

α andMn,s
α used for the external forces ~f and g, and for

the spaces M
p, d+α
α−1

α and M
p, d+α

2α−1
α used as resolution spaces.

We note now that the lower bound 3α−2
α−1 < p not only gives the conditions 1 ≤ p, p,m, n needed to

correctly define the corresponding Morrey spaces, but it will also be crucial in order to perform some

estimates over the bilinear quantity B(·, ·), specifically in the term

∫ t

0
pt−s ∗ div(θ~u)ds that takes into

account the product θ~u: indeed, since the resolution spaces linked to each one of these variables are
of different homogeneity, it is necessary to have enough integrability information to obtain the wished
estimates. See Remark 3.1 below for more details on this particular point.

This lower bound for the parameter p will also have other consequences. Indeed, parabolic Morrey
spaces Mp,q

α appear quite naturally in the study of mild solutions for the fractional Navier-Stokes
equations as they provide a good functional framework for time-space estimates (see our recent work
[7] as well as the computations performed below), moreover they also allow us to consider a very large
class of initial data.

To make this point clear, let us for a moment focus our study in the functional spaces for the initial
velocity field ~u0. From a generic point of view, when dealing with homogeneous spaces -if in addition we
ask a translation invariant property- it is known (see [18]) that Besov spaces Ḃ−β,∞∞ (Rd) are maximal
in the sense that they contain all the functional spaces with the same homogeneity invariances. Recall
that the homogeneous Besov spaces Ḃ−β,∞∞ (Rd) can be characterized by the condition

‖f‖
Ḃ−β,∞∞

= sup
t>0

t
β
α ‖pt ∗ f‖L∞ < +∞, (1.11)

for any f ∈ S ′/P. See [19] and [17] for more details about this thermic characterization of Besov spaces.

However, if we consider the classical 3D Navier-Stokes equations (i.e. when α = 2 and θ = 0 in
(1.1)), it was shown in [1] that the largest homogeneous Besov space Ḃ−1,∞

∞ (R3), although critical
with respect of the dilations associated to the structure of the Navier-Stokes equations, is not well
suited to perform a fixed-point argument. As an alternative the space BMO−1(R3) ⊂ Ḃ−1,∞

∞ (R3) was
proposed in [15], which seems to be -at the best of our knowledge- the largest critical functional space
for initial velocity fields ~u0.

This situation changes completely if we consider the fractional Navier-Stokes equations with 1 <

α < 2, indeed, as it was pointed out in [26] (see also [27] or [7]), an initial data1 ~u0 ∈ Ḃ−(α−1),∞
∞ (R3)

can be used without any problem in order to perform a fixed-point argument, in particular when we

use as a resolution framework the critical parabolic Morrey space M
p, d+α
α−1

α and this is due to the fact
that we have the estimate

‖pt ∗ ~u0‖
M

p, d+αα−1
α

≤ ‖~u0‖Ḃ−(α−1),∞
∞

, (1.12)

1This Besov space corresponds with the scaling (1.5) for ~u0.
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as long as the parameter p is small enough. Indeed we have the following generic result which shows a
useful relationship between the quantity pt ∗ f , considered in a parabolic Morrey space and the Besov
norm of the function f :

Proposition 1.1 Consider a function f : Rd −→ R such that f ∈ Ḃ−β,∞∞ (Rd) for some parameter
0 < β < d. If p, q are indexes such that 1 ≤ p < α

β , q = d+α
β and p ≤ q, then we have the following

estimate:
‖pt ∗ f‖Mp,q

α
≤ C‖f‖

Ḃ−β,∞∞
.

See a proof of this result in the appendix A. In the general context of this article, this result states
that, when dealing with a parabolic Morrey spaces Mp,q

α as resolution spaces, we can work with an
initial data ~u0 (or θ0) that belongs to a suitable Besov space as long as the first parameter p of the
parabolic Morrey space is small, which is unfortunately not the case of the Theorem 1 as we have
the lower bound 3α−2

α−1 < p: the quantity ‖pt ∗ ~u0‖
M

p, d+αα−1
α

can not be easily controlled by a Besov

norm of the initial data ~u0 (in the sense of the estimate (1.12) above) as the arguments displayed in
the proof of the Proposition 1.1 fail in this case (the constraint 3α−2

α−1 < p is incompatible with the
condition p < α

β = α
α−1 if 1 < α < 2). This particular point forced us to consider for the initial data

~u0 the Triebel-Lizorkin-Morrey spaces introduced in the expression (1.8). Note that the context is

even more delicate if we want to consider an initial data θ0 ∈ Ḃ−(2α−1),∞
∞ (Rd) since in this case we

have β = 2α − 1 > α which would give the condition p < α
β = α

2α−1 < 1 and the previous result can
not be applied.

In the following result, we show that, as long as we want to work with the critical parabolic

Morrey spaces M
p, d+α
α−1

α as resolution spaces, then the Triebel-Lizorkin-Morrey spaces introduced in
the expression (1.8) above are quite natural:

Theorem 2 For 1 < α < 2, if (~u, θ) is a mild solution of the fractional integral problem (1.6) such
that

~u ∈M
p, d+α
α−1

α ([0,+∞[×Rd) and θ ∈M
p, d+α

2α−1
α ([0,+∞[×Rd),

where the parameter p satisfies the conditions 3α−2
α−1 < p ≤ d+α

α−1 , then the initial velocity field ~u0 belongs

to the space T
−α
p

Mp,q(Rd) with 1
q = α−1

d+α −
α
d (1

p −
α−1
d+α) and the initial temperature θ0 belongs to the space

T
−α

p

Mp,q(Rd) with p = ( α−1
2α−1)p and 1

q = (2α−1
d+α )− α

d (1
p −

2α−1
d+α ).

In order to establish this theorem we will prove the following equivalences

‖pt ∗ ~u0‖
M

p, d+αα−1
α

' ‖~u0‖
T
−αp
Mp,q

and ‖pt ∗ θ0‖
M

p, d+α2α−1
α

' ‖θ0‖
T
−αp
Mp,q

,

which show how the Triebel-Lizorkin-Morrey spaces appear naturally in this context.

To the best of our knowledge, Theorems 1 and 2 are new in the context of the fractional Boussi-
nesq equations and although critical parabolic Morrey spaces can be used to perform a fixed point
argument, it seems that due to the structural homogeneity structure of the system, the homogeneous
Besov spaces can not be considered for the initial data in this framework: the possibility of considering

mild solutions in a critical setting with an initial data ~u0 ∈ Ḃ−(α−1),∞
∞ (Rd) and θ0 ∈ Ḃ−(2α−1),∞

∞ (Rd)
seems to be a new open problem.

The plan of the article is the following. In Section 2 we recall some notation and useful estimates
and properties of the functional spaces involved in this article, in Section 3 we give the proof of the
Theorem 1 and in Section 4 we give the proof the Theorem 2.
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2 Kernel estimates, parabolic Riesz potentials and some inequalities

In the section we gather some essential facts that will be used in the proofs of our theorems.

• Pointwise estimates for the fractional heat kernel. One of the essential features that
will be displayed on this article is related to some specific pointwise estimates for the fractional
heat kernel pt. Indeed, we first introduce the following notation: let σρ ∈ C∞(Rd \ {0}) be a
positive, homogeneous function on Rd \ {0}, with homogeneous degree ρ > −d (i.e. we have
σρ(λ·) = λρσρ(·) for all λ > 0). Then, for 1 < α < 2 and for t > 0, we define the function
Kρt : Rd −→ R in the Fourier level by the condition

K̂ρt (ξ) = σρ(ξ)e
−t|ξ|α .

It is worth mentioning that the condition ρ > −d is only used to ensure that σρ(ξ)e
−t|ξ|α is

integrable with respect to ξ in a neighborhood of the origin. With this notation at hand we
can present now a pointwise estimate for such kernels, which will immediately grant us useful
integrability properties: indeed, for 1 < α < 2, for t > 0 and for some constant C > 0, we have:

|Kρt (x)| ≤ C

(t
1
α + |x|)d+ρ

. (2.1)

A proof of this estimate can be consulted in [17]. From this pointwise inequality we easily deduce
the Lp control if ρ > − d

p′

‖Kρt ‖Lp ≤ Ct−
ρ+d(1− 1

p )

α , (2.2)

valid for 1 ≤ p ≤ +∞. For more details and properties of this type of semi-groups, see the book
[16].

• Parabolic Riesz potential. For a locally integrable function f : R× Rd −→ R, we define the
parabolic Riesz potential Iβ with 0 < β < d+ α by the expression

Iβ(f)(t, x) =

∫
R×Rd

1

(|t− s|
1
α + |x− y|)d+α−β

f(s, y)dyds. (2.3)

As we shall see, the parabolic Riesz potential Iβ will naturally appear as a corollary of the
estimates (2.1) given previously (for this it will be “enough” to set ρ = α − β in the kernel
inequality above).

• Parabolic Morrey spaces inequalities. We recall here two important inequalities in the
context of the parabolic Morrey spaces presented in (1.9). The first result is nothing but a
suitable version of the Hölder inequalities:

Proposition 2.1 Let 1 < α < 2 be fixed. Let also p1, p2, q1, q2 denote real parameters such that
1 ≤ p1 ≤ q1 < +∞ and 1 ≤ p2 ≤ q2 < +∞. If f ∈ Mp1,q1

α (R× Rd) and if g ∈ Mp2,q2
α (R× Rd),

then we have the following version of the Hölder inequality in the parabolic Morrey space setting:

‖fg‖Mp,q
α
≤ ‖f‖Mp1,q1

α
‖g‖Mp2,q2

α
,

where 1
p = 1

p1
+ 1

p2
and 1

q = 1
q1

+ 1
q2

.

The second result present some boundedness of the parabolic Riesz potentials in parabolic Morrey
spaces:
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Proposition 2.2 Let 1 < p ≤ q < +∞ and 1 < α < 2. If f is a measurable function on R×Rd
such that f ∈Mp,q

α (R× Rd) and if 0 < β < d+α
q , then we have the following estimate

‖Iβ(f)‖
M

p
λ
,
q
λ

α

≤ C‖f‖Mp,q
α
,

where λ = 1− β q
d+α .

See a proof of this fact in [17].

3 Proof of the Theorem 1

We first remark that the integral formulation (1.6) can be rewritten in the following manner

~U = ~U0 + ~F + L(~U) +B(~U, ~U), (3.1)

where ~U =

(
~u
θ

)
is a 3 + 1 vector, ~U0 =

(
pt ∗ ~u0

pt ∗ θ0

)
is the initial data, ~F =


∫ t

0
pt−s ∗ P(~f)ds∫ t

0
pt−s ∗ g ds


is the external force (recall that ~f and g are given), L(~U) =

 ∫ t

0
pt−s ∗ P(θ~ed)ds

0

 is a linear term

and B(~U, ~U) =

 −
∫ t

0
pt−s ∗ P (div(~u⊗ ~u)) ds∫ t

0
pt−s ∗ div(θ~u)ds

 is a bilinear term.

The equations of the form (3.1) can be easily studied as we have the following version of the Banach
fixed point theorem:

Lemma 3.1 Let (E, ‖ · ‖E) be a Banach space. Consider ~U0 ∈ E and let L : E −→ E be a linear
operator and B : E × E −→ E be a bilinear operator that satisfy the estimates

‖L(~U)‖E ≤ CL‖~U‖E ,

‖B(~U, ~V )‖E ≤ CB‖~U‖E‖~V ‖E ,

for all ~U, ~V ∈ E. Assume moreover that CL < 1
3 . If we have ‖~U0‖E ≤ δ/2 and ‖~F‖E ≤ δ/2 for a

constant δ > 0 such that δ < 1
9CB

, then there exists a unique ~U ∈ E such that ‖~U‖E ≤ 3δ which is a
solution of the equation (3.1).

See [6, Théorème 7.1.1] for a proof of this lemma.

In what follows we will apply this general result to construct mild solutions of the integral problem
(1.6) and of course the choice of the resolution space (E, ‖ · ‖E) will condition the nature of the results
that we want to obtain. Indeed, we are interested here in considering a resolution space that is critical
with respect to the scaling (1.3), however, since the scaling for the variable ~u is different from the one

of the variable θ, we will separate the information in the following manner: for the vector ~U =

(
~u
θ

)
we will consider the norm

‖~U‖E =

∥∥∥∥( ~u
θ

)∥∥∥∥
E

= ‖~u‖E1 + C‖θ‖E2 , (3.2)
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where (E1, ‖ · ‖E1) and (E2, ‖ · ‖E2) are two Banach function spaces and where C = C(α, d) � 1 is a

constant that will be fixed later. Thus, if we define for some λ > 0 the vector ~Uλ =

(
~uλ
θλ

)
, where

the scaled functions ~uλ and θλ are given in the expression (1.3) above, we will say that the norm ‖ · ‖E
is critical with respect to the scaling (1.3) if we have the identity

‖~Uλ‖E = ‖~uλ‖E1 + C‖θλ‖E2

= ‖~u‖E1 + C‖θ‖E2 = ‖~U‖E .

Note that the homogeneity property asked for the Banach spaces E1 and E2 is different since the
scaling of the variables ~u and θ is different.

As we will see, one very important feature of critical norms is that it is possible to obtain mild
solutions that are global in time (as they preserve the scaling structure of the equation). However, in
order to work in a fully critical setting, we also need to choose a suitable framework for the initial
data (~u0, θ0) and for the external forces (~f, g). We will thus say that a Banach space (E , ‖ · ‖E) is a

critical space for the initial data

(
~u0

θ0

)
if we have the identity∥∥∥∥( ~uλ,0

θλ,0

)∥∥∥∥
E

= ‖~uλ,0‖E1 + ‖θλ,0‖E2 = ‖~u0‖E1 + ‖θ0‖E2 =

∥∥∥∥( ~u0

θ0

)∥∥∥∥
E
, (3.3)

where the scaled functions ~uλ,0 and θλ,0 are given in the expression (1.5) above. In the same spirit,

we will say that a Banach space (F , ‖ · ‖F ) is a critical space for the external forces

(
~f
g

)
if we have

the identity ∥∥∥∥( ~fλ
gλ

)∥∥∥∥
F

= ‖~fλ‖F1 + ‖gλ‖F2 = ‖~f‖F1 + ‖g‖F2 =

∥∥∥∥( ~f
g

)∥∥∥∥
F
, (3.4)

where the scaled functions ~fλ and gλ are defined in the formula (1.4) above.

With this generic critical framework at hand, we will construct in this article global mild solutions
for the system (1.6) and in order to apply the Lemma 3.1, once we have fixed a critical function Banach
space (E, ‖ · ‖E) as a resolution space, we will need to establish the following estimates (where we are
considering the formulation (3.1) above):

• For the initial data ~U0:

‖~U0‖E =

∥∥∥∥( pt ∗ ~u0

pt ∗ θ0

)∥∥∥∥
E

= ‖pt ∗ ~u0‖E1 + C‖pt ∗ θ0‖E2

≤ C‖~u0‖E1 + CC‖θ0‖E2 (3.5)

• For the external force ~F :

‖~F‖E =

∥∥∥∥∥∥∥∥

∫ t

0
pt−s ∗ P(~f)ds∫ t

0
pt−s ∗ g ds


∥∥∥∥∥∥∥∥
E

=

∥∥∥∥∫ t

0
pt−s ∗ P(~f)ds

∥∥∥∥
E1

+ C

∥∥∥∥∫ t

0
pt−s ∗ g ds

∥∥∥∥
E2

≤ C‖~f‖F1 + CC‖g‖F2 (3.6)

• For the linear term L(~U):

‖L(~U)‖E =

∥∥∥∥∥∥
 ∫ t

0
pt−s ∗ P(θ~ed)ds

0

∥∥∥∥∥∥
E

=

∥∥∥∥∫ t

0
pt−s ∗ P(θ~ed)ds

∥∥∥∥
E1

≤ C0‖θ‖E2 ,
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recalling that we have ‖θ‖E2 ≤ 1
C(‖~u‖E1 + C‖θ‖E2), we can write

‖L(~U)‖E ≤ C0

C
(‖~u‖E1 + C‖θ‖E2) =

C0

C
‖~U‖E

≤ CL‖~U‖E , (3.7)

where we have CL = C0
C .

• For the bilinear term B(~U, ~U):

‖B(~U, ~U)‖E =

∥∥∥∥∥∥∥∥
 −

∫ t

0
pt−s ∗ P (div(~u⊗ ~u)) ds∫ t

0
pt−s ∗ div(θ~u)ds


∥∥∥∥∥∥∥∥
E

≤
∥∥∥∥∫ t

0
pt−s ∗ P (div(~u⊗ ~u)) ds

∥∥∥∥
E1

+ C

∥∥∥∥∫ t

0
pt−s ∗ div(θ~u)ds

∥∥∥∥
E2

≤ C1‖~u‖E1‖~u‖E1 + C2C‖~u‖E1‖θ‖E2 ,

and since we have

‖~u‖E1 ≤ ‖~u‖E1 + C‖θ‖E2 = ‖~U‖E and C‖θ‖E2 ≤ ‖~u‖E1 + C‖θ‖E2 = ‖~U‖E ,

we can write
‖B(~U, ~U)‖E ≤ (C1 + C2)‖~U‖E‖~U‖E . (3.8)

Several remarks are in order here. First note that the only purpose of the constant C introduced in
the norm (3.2) is to make the constant CL in the estimate (3.7) small enough, which is necessary to
apply the Lemma 3.1. Remark next that since we want to work in a critical setting, the constants that
appear in all the previous estimates will not depend in the time variable: thus, under a “smallness”
hypothesis (stated in terms of suitable norms) over the initial data (~u0, θ0) and over the external forces
(~f, g), we will obtain global in time mild solutions for the problem (1.6). This smallness condition is
then expressed by the estimate

C‖~u0‖E1 + CC‖θ0‖E2 + C‖~f‖F1 + CC‖g‖F2 <
1

9(C1 + C2)
.

Note now that, following the structure of the norm ‖ · ‖E of the resolution space given in (3.2), the
norm naturally “linked” to the variable ~u is ‖ · ‖E1 while the norm “linked” to the variable θ is ‖ · ‖E2

(this peculiarity is also reflected in the initial data as well as in the external forces, see the expressions
(3.3) and (3.4) above) and most of the estimates presented in (3.5)-(3.8) respect this separation of
norms. However, since the Boussinesq system contains coupled terms, the study of the linear term
L(~U) as well as the bilinear term B(~U, ~U) will structurally require some mixed norm estimates (see
the estimates (3.7) and (3.8) above), and this will demand a certain flexibility in the norms considered.

We will now establish the general estimates (3.5)-(3.8) within the functional framework stated in
Theorem 1.

• For the initial data ~U0 =

(
pt ∗ ~u0

pt ∗ θ0

)
we write

‖~U0‖E =

∥∥∥∥( pt ∗ ~u0

pt ∗ θ0

)∥∥∥∥
E

= ‖pt ∗ ~u0‖
M

p, d+αα−1
α︸ ︷︷ ︸

(1D)

+C‖pt ∗ θ0‖
M

p, d+α2α−1
α︸ ︷︷ ︸

(2D)

.
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For the first norm (1D) in the right-hand side, using the definition of the parabolic Morrey norm
given in (1.9), we have

‖pt ∗ ~u0‖
M

p, d+αα−1
α

= sup
r>0

sup
(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
−α−1
d+α

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|ps ∗ ~u0(y)|pdyds

) 1
p

,

Since the integration domain {|t− s|
1
α + |x− y| < r} is included in the set [0,+∞[×B(x, r) we

find the upper bound

‖pt ∗ ~u0‖
M

p, d+αα−1
α

≤ sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
−α−1
d+α

)

(∫
B(x,r)

∫ +∞

0
|ps ∗ ~u0(y)|pdsdy

) 1
p

.

We thus have

‖pt ∗ ~u0‖
M

p, d+αα−1
α

≤ sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
−α−1
d+α

)

(∫
B(x,r)

[(∫ +∞

0
|ps ∗ ~u0(y)|pds

) 1
p

]p
dy

) 1
p

≤ sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
−α−1
d+α

)

r
d( 1
p
− 1
q

)

r
d( 1
p
− 1
q

)

∥∥∥∥∥
(∫ +∞

0
|ps ∗ ~u0(y)|pds

) 1
p

∥∥∥∥∥
Lp(B(x,r))

.

Since by hypothesis we have 1
q = α−1

d+α −
α
d (1

p −
α−1
d+α), then (d+ α)(1

p −
α−1
d+α) = d(1

p −
1
q ) and we

obtain

‖pt ∗ ~u0‖
M

p, d+αα−1
α

≤ sup
r>0

sup
x∈Rd

1

r
d( 1
p
− 1
q

)

∥∥∥∥∥
(∫ +∞

0
|ps ∗ ~u0(y)|pds

) 1
p

∥∥∥∥∥
Lp(B(x,r))

= ‖~u0‖
T
−αp
Mp,q

.

For the second norm (2D) we have in a similar manner

‖pt ∗ θ0‖
M

p, d+α2α−1
α

= sup
r>0

sup
(t,x)∈[0,+∞[×Rd

1

r(d+α)( 1
p
− 2α−1
d+α

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|ps ∗ θ0(y)|pdyds

) 1
p

≤ sup
r>0

sup
x∈Rd

1

r(d+α)( 1
p
− 2α−1
d+α

)

(∫
B(x,r)

∫ +∞

0
|ps ∗ θ0(y)|pdsdy

) 1
p

,

and the previous expression can be rewritten as

‖pt ∗ θ0‖
M

p, d+α2α−1
α

≤ sup
r>0

sup
x∈Rd

1

r(d+α)( 1
p
− 2α−1
d+α

)

rd( 1
p
− 1

q
)

rd( 1
p
− 1

q
)

∥∥∥∥∥
(∫ +∞

0
|ps ∗ θ0(y)|pds

) 1
p

∥∥∥∥∥
Lp(B(x,r))

.

As by hypothesis we have (d+α)(1
p −

2α−1
d+α ) = d(1

p −
1
q ) (indeed, recall that we have the identity

1
q = 2α−1

d+α −
α
d (1

p −
2α−1
d+α )), we thus obtain

‖pt ∗ θ0‖
M

p, d+α2α−1
α

≤ sup
r>0

sup
x∈Rd

1

rd( 1
p
− 1

q
)

∥∥∥∥∥
(∫ +∞

0
|ps ∗ θ0(y)|pds

) 1
p

∥∥∥∥∥
Lp(B(x,r))

= ‖θ0‖
T
−α
p

Mp,q

.

We can finally write, with the two previous estimates for (1D) and (2D):

‖~U0‖E = ‖pt ∗ ~u0‖
M

p, d+αα−1
α

+ C‖pt ∗ θ0‖
M

p, d+α2α−1
α

≤ ‖~u0‖
T
−αp
Mp,q

+ C‖θ0‖
T
−α
p

Mp,q

< +∞.
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• We study the linear term L(~U) and we want to establish the estimate (3.7). For this we write

‖L(~U)‖E =

∥∥∥∥∥∥
 ∫ t

0
pt−s ∗ P(θ~ed)ds

0

∥∥∥∥∥∥
E

≤
∥∥∥∥∫ t

0
pt−s ∗ P(θ~ed)ds

∥∥∥∥
M

p, d+αα−1
α

.

Now, since the Leray projector P is a vector of pseudo-differential operators with homogeneous
symbol of degree 0, smooth outside the origin, using the estimate (2.1) with ρ = 0, we have the
pointwise estimate (using the definition of the Riesz potentials (2.3)):∣∣∣∣∫ t

0
pt−s ∗ P(θ~ed)ds

∣∣∣∣ ≤ C∫
R×Rd

1

(|t− s|
1
α + |x− y|)d

|θ(s, y)|dyds = C Iα(|θ|)(t, x),

from which we easily derive the control∥∥∥∥∫ t

0
pt−s ∗ P(θ~ed)ds

∥∥∥∥
M

p, d+αα−1
α

≤ C‖Iα(|θ|)‖
M

p, d+αα−1
α

.

Applying Proposition 2.2 with λ = α−1
2α−1 , we can write

‖Iα(|θ|)‖
M

p, d+αα−1
α

≤ C‖θ‖
M

( α−1
2α−1 )p, d+α2α−1
α

= C‖θ‖
M

p, d+α2α−1
α

,

(recall that p = ( α−1
2α−1)p > 1 since by hypothesis we have p > 3α−2

α−1 and 1 < α < 2) and we
finally obtain :

‖L(~U)‖E =

∥∥∥∥∥∥
 ∫ t

0
pt−s ∗ P(θ~ed)ds

0

∥∥∥∥∥∥
E

≤
∥∥∥∥∫ t

0
pt−s ∗ P(θ~ed)ds

∥∥∥∥
M

p, d+αα−1
α

≤ C‖θ‖
M

p, d+α2α−1
α

≤ C

C

(
‖~u‖

M
p, d+αα−1
α

+ C‖θ‖
M

p, d+α2α−1
α

)
=
C

C
‖~U‖E .

• We will study now the bilinear term B(~U, ~U) and we have

‖B(~U, ~U)‖E ≤
∥∥∥∥∫ t

0
pt−s ∗ P (div(~u⊗ ~u)) ds

∥∥∥∥
M

p, d+αα−1
α︸ ︷︷ ︸

(1B)

+

∥∥∥∥∫ t

0
pt−s ∗ div(θ~u)ds

∥∥∥∥
M

p, d+α2α−1
α︸ ︷︷ ︸

(2B)

. (3.9)

For the term (1B) above we note that, since Pdiv(·) is a vector of pseudo-differential operators
with homogeneous symbol of degree 1, smooth outside the origin, using the point-wise estimate
of (2.1) for ρ = 1, we obtain∫ t

0
pt−s ∗ P (div(~u⊗ ~u)) ds ≤ C

∫
R×Rd

1

(|t− s|
1
α + |x− y|)d+1

|~u(s, y)||~u(s, y)|dyds

≤ C Iα−1(|~u||~u|)(t, x),

where we used the definition of the parabolic Riesz potentials given in (2.3) above. We then
derive ∥∥∥∥∫ t

0
pt−s ∗ P (div(~u⊗ ~u)) ds

∥∥∥∥
M

p, d+αα−1
α

≤ C‖Iα−1(|~u||~u|)‖
M

p, d+αα−1
α

.
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By the Proposition 2.2 with λ = 1
2 we can write

(1B) ≤ C‖Iα−1(|~u||~u|)‖
M

p, d+αα−1
α

≤ C‖|~u||~u|‖
M

p
2 ,

d+α
2(α−1)

α

≤ C‖~u‖
M

p, d+αα−1
α

‖~u‖
M

p, d+αα−1
α

,

where in the last estimate above we used the Hölder inequalities for parabolic spaces.

For the term (2B) of (3.9), by the same pointwise arguments as above we have∫ t

0
pt−s ∗ P (div(θ~u)) ds ≤ C Iα−1(|θ||~u|),

from which we obtain (recall that p = ( α−1
2α−1)p):∥∥∥∥∫ t

0
pt−s ∗ P (div(θ~u)) ds

∥∥∥∥
M

p, d+α2α−1
α

≤ C‖Iα−1(|θ||~u|)‖
M

( α−1
2α−1 )p, d+α2α−1
α

.

Now, applying Proposition 2.2 with λ = 2α−1
3α−2 we obtain

‖Iα−1(|θ||~u|)‖
M

p, d+α2α−1
α

≤ C‖|θ||~u|‖
M

( 2α−1
3α−2 )p, d+α3α−2
α

= C‖|θ||~u|‖
M

( α−1
3α−2 )p, d+α3α−2
α

,

since p = ( α−1
2α−1)p we have (2α−1

3α−2)p = ( α−1
3α−2)p. Note that we have the condition 1 < ( α−1

3α−2)p (as

by hypothesis we have 3α−2
α−1 < p ≤ d+α

α−1) which is needed in order to apply the Proposition 2.2.

Remark 3.1 Note here that the constraint 1 < ( α−1
3α−2)p is crucial in order to perform our

computations ( i.e. using the boundedness property of the parabolic Riesz transform in parabolic
Morrey spaces via the Proposition 2.2) and this forces the condition p > 3α−2

α−1 > 4. The value of
the parameter p can not be made small using these arguments.

By the Hölder inequalities in the parabolic spaces with 3α−2
(α−1)p = 1

p + 2α−1
(α−1)p and 3α−2

d+α = α−1
d+α +

2α−1
d+α , we can write

(2B) ≤ C‖Iα−1(|θ||~u|)‖
M

( α−1
2α−1 )p, d+α2α−1
α

≤ C‖~u‖
M

p, d+αα−1
α

‖θ‖
M

( α−1
2α−1 )p, d+α2α−1
α

.

With these two estimates for the terms (1B) and (2B), we can come back to the expression (3.9)
above to write (recall that p = ( α−1

2α−1)p)

‖B(~U, ~U)‖E ≤ C‖~u‖
M

p, d+αα−1
α

‖~u‖
M

p, d+αα−1
α

+ C‖~u‖
M

p, d+αα−1
α

‖θ‖
M

p, d+α2α−1
α

≤ C‖~U‖E‖~U‖E ,

which is the wished estimate.

• For the external force ~F , in order to establish the estimate (3.6), we write:

‖~F‖E =

∥∥∥∥∥∥∥∥

∫ t

0
pt−s ∗ P(~f)ds∫ t

0
pt−s ∗ g ds


∥∥∥∥∥∥∥∥
E

=

∥∥∥∥∫ t

0
pt−s ∗ P(~f)ds

∥∥∥∥
Mp, d+αα−1︸ ︷︷ ︸

(1F )

+C

∥∥∥∥∫ t

0
pt−s ∗ g ds

∥∥∥∥
Mp, d+α2α−1︸ ︷︷ ︸

(2F )

,

and we will study these two terms separately. For the term (1F ) we write∫ t

0
pt−s ∗ P(~f)ds =

∫ t

0
pt−s ∗ P((−∆)

γ
2 (−∆)−

γ
2 ~f)ds,
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and by the properties of the Leray projector we have∫ t

0
pt−s ∗ P(~f)ds =

∫ t

0
P((−∆)

γ
2 pt−s ∗ (−∆)−

γ
2 ~f)ds.

We note now that the operator P((−∆)
γ
2 pt−s ∗ (·)) has a convolution kernel Kt−s and from

Proposition 2.1 with ρ = γ we can obtain the following pointwise decay

|Kt−s(x)| ≤ C(
|t− s|

1
α + |x|

)d+γ
,

we can thus write∣∣∣∣∫ t

0
pt−s ∗ P(~f)ds

∣∣∣∣ ≤ C

∫ +∞

−∞

∫
Rd

1

(|t− s|
1
α + |x− y|)d+γ

|(−∆)−
γ
2 ~f(s, y)|dyds

≤ CIα−γ(|(−∆)−
γ
2 ~f |)(t, x),

where we used the expression of the parabolic Riesz potential Iα−γ given in (2.3). With this
estimate at hand we have the control∥∥∥∥∫ t

0
pt−s ∗ P(~f)ds

∥∥∥∥
M

p, d+αα−1
α

≤ C
∥∥∥Iα−γ(|(−∆)−

γ
2 ~f |)

∥∥∥
M

p, d+αα−1
α

,

thus, applying Proposition 2.2 with λ = α−1
2α−1−γ , since we have by hypothesis

0 < α− γ < (d+ α)
2α− 1− γ
d+ α

and m = (
α− 1

2α− 1− γ
)p,

we obtain the inequality∥∥∥Iα−γ(|(−∆)−
γ
2 ~f |)

∥∥∥
M

p, d+αα−1
α

≤ C
∥∥∥(−∆)−

γ
2 ~f
∥∥∥
M

m, d+α
2α−1−γ

α

,

from which we easily deduce the bound (as we have r = d+α
2α−1−γ ):∥∥∥∥∫ t

0
pt−s ∗ P(~f)ds

∥∥∥∥
M

p, d+αα−1
α

≤ C‖~f‖
Ẇ
−γ,m, d+α

2α−1−γ
α

= C‖~f‖Ẇ−γ,m,rα
.

For the second term (2F ), we have by the same arguments:∥∥∥∥∫ t

0
pt−s ∗ g ds

∥∥∥∥
Mp, d+α2α−1

≤ C
∥∥∥Iα−δ(|(−∆)−

δ
2 g|)

∥∥∥
M

p, d+α2α−1
α

,

thus, applying Proposition 2.2 with λ = 2α−1
3α−1−δ we obtain∥∥∥Iα−δ(|(−∆)−

δ
2 g|)

∥∥∥
M

p, d+α2α−1
α

≤ C
∥∥∥(−∆)−

δ
2 g
∥∥∥
M

n, d+α
3α−1−δ

α

,

where n = ( α−1
3α−1−δ )p, which lead us to the control (since s = d+α

3α−1−δ ):∥∥∥∥∫ t

0
pt−s ∗ g ds

∥∥∥∥
Mp, d+α2α−1

≤ C‖g‖Ẇ−δ,n,sα
.

With the estimates obtained for the terms (1F ) and (2F ) we finally have

‖~F‖E =

∥∥∥∥∫ t

0
pt−s ∗ P(~f)ds

∥∥∥∥
Mp, d+αα−1

+ C

∥∥∥∥∫ t

0
pt−s ∗ g ds

∥∥∥∥
Mp, d+α2α−1

≤ C‖~f‖Ẇ−γ,m,rα
+ CC‖g‖Ẇ−δ,n,sα

.
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We have established the estimates (3.5)-(3.8) needed to apply a fixed-point argument, and as the
constants that appear in the computation do not depend on the time variable, under a smallness
assumption over the initial data (~u0, θ0) and on the external forces (~f, g) we can obtain a global in
time mild solution for the fractional Boussinesq system. �

4 Proof of the Theorem 2

We start noting that, if (~u, θ) is a mild solution of the integral problem (1.6) such that

~u ∈M
p, d+α
α−1

α ([0,+∞[×Rd) and θ ∈M
p, d+α

2α−1
α ([0,+∞[×Rd),

then we have
‖pt ∗ ~u0‖

M
p, d+αα−1
α

< +∞ and ‖pt ∗ θ0‖
M

p, d+α2α−1
α

< +∞.

Thus, in order to prove the Theorem 2, we will establish the following equivalence of norms

‖pt ∗ f‖Mp,q
α
' ‖f‖

T
−αp
M p,q

, (4.1)

for a generic function f : Rd −→ R, where 1 < p ≤ q , p > α
d+αq and q is such that d

q = d+α
q −

α
p . Note

in particular that with this definition of the parameter q (since p ≤ q), we also have p ≤ q. Remark
also that the condition d

q = d+α
q −

α
p corresponds to the one given over the parameters of the Theorem

2 for the initial data ~u0 and θ0.

The proof of the estimate ‖pt ∗ f‖Mp,q
α
≤ ‖f‖

T
−αp
M p,q

was already done in the proof of the Theorem

1 with some particular parameters. For the sake of completeness we give now a general version of this
inequality and for this we write:

‖pt ∗ f‖Mp,q
α

= sup
r>0

sup
(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|ps ∗ f(y)|pdyds

) 1
p

,

Since the integration domain {|t − s|
1
α + |x − y| < r} is included in the set [0,+∞[×B(x, r) we find

the upper bound

‖pt ∗ f‖Mp,q
α
≤ sup

r>0
sup
x∈Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫
B(x,r)

∫ +∞

0
|ps ∗ f(y)|pdsdy

) 1
p

≤ sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
− 1
q

)

r
d( 1
p
− 1

q
)

r
d( 1
p
− 1

q
)

∥∥∥∥∥
(∫ +∞

0
|ps ∗ f(y)|pds

) 1
p

∥∥∥∥∥
Lp(B(x,r))

.

Since by hypothesis we have the relationship d
q = d+α

q −
α
p , we thus have the identity (d+α)(1

p −
1
q ) =

d(1
p −

1
q) and we obtain the estimate

‖pt ∗ f‖Mp,q
α
≤ sup

r>0
sup
x∈Rd

1

r
d( 1
p
− 1

q
)

∥∥∥∥∥
(∫ +∞

0
|ps ∗ f(y)|pds

) 1
p

∥∥∥∥∥
Lp(B(x,r))

= ‖f‖
T
−αp
Mp,q

. (4.2)

We study now the reverse estimate ‖f‖
T
−αp
M p,q

≤ C‖pt ∗ f‖Mp,q
α

and to this end we write

‖f‖
T
−αp
Mp,q

= sup
r>0

sup
x∈Rd

1

r
d( 1
p
− 1

q
)

(∫
B(x,r)

(∫ +∞

0
|ps ∗ f(y)|pds

)
dy

) 1
p

,
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by the Fubini theorem and since we have the identity d
q = d+α

q −
α
p we can write

‖f‖
T
−αp
Mp,q

= sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

0

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

,

from which we derive the control

‖f‖
T
−αp
Mp,q

≤ sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫ rα

0

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

︸ ︷︷ ︸
(A)

+ sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

︸ ︷︷ ︸
(B)

, (4.3)

We remark now that, by the definition of the functional ‖ · ‖Mp,q
α

given in the formula (1.9), the term
(A) above can be easily estimated in the following manner:

(A) = sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫ rα

0

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

≤ ‖ps ∗ f‖Mp,q
α
.

It remains now to study the term (B) given in the expression (4.3) above and for this we write

1

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

≤ 1

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα
‖ps ∗ f‖pL∞vdr

dds

) 1
p

,

where vd is the volume of the d-dimensional unit ball. We thus obtain

1

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

≤ C r
d
p

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα
s−

β
α
p
(
s
β
α ‖ps ∗ f‖L∞

)p
ds

) 1
p

≤ Csup
s>0

s
β
α ‖ps ∗ f‖L∞

r
d
p

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα
s−

β
α
pds

) 1
p

.

Recalling that ‖f‖
Ḃ−β,∞∞

= sup
s>0

s
β
α ‖ps ∗ f‖L∞ , fixing β = d+α

q = α
p + d

q and after integrating with

respect to the time variable we obtain

1

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

≤ C‖f‖
Ḃ−β,∞∞

r
d
p

r
(d+α)( 1

p
− 1
q

)
r
α
p

(1− β
α
p)

≤ C‖f‖
Ḃ−β,∞∞

r
d
p

+α
p
−β

r
(d+α)( 1

p
− 1
q

)

≤ C‖f‖
Ḃ−β,∞∞

,

since we have β = d+α
q . Recall now that for a function f : Rd −→ R, for z ∈ Rd and for a real

parameter λ > 0, we have the identity ‖ps ∗ f(λ · +z)‖Mp,q
α

= λ
− d+α

q ‖ps ∗ f‖Mp,q
α

, from which we
deduce the homogeneity and translation invariance for the quantity ‖ps ∗ ·‖Mp,q

α
thus, due to the

maximality of the homogeneous Besov spaces (see [18]) we can derive the control

‖f‖
Ḃ−β,∞∞

≤ C‖ps ∗ f‖Mp,q
α
, (4.4)
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since the quantities ‖ · ‖
Ḃ−β,∞∞

and ‖ps ∗ ·‖Mp,q
α

share the same homogeneity and translation invariance

(see a proof of this estimate in the appendix B below). We thus easily obtain

(B) = sup
r>0

sup
x∈Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫ +∞

rα

∫
B(x,r)

|ps ∗ f(y)|pdyds

) 1
p

≤ C‖pt ∗ f‖Mp,q
α
,

and coming back to the expression (4.3) we finally have

‖f‖
T
−αp
Mp,q

≤ C ′‖ps ∗ f‖Mp,q
α
. (4.5)

As we have the controls (4.2) and (4.5) we deduce the wished equivalence of norms (4.1): the proof of
the Theorem 2 is now finished. �

A Proof of the Proposition 1.1

Assume that p, q are indexes such that 1 ≤ p < α
β and q = d+α

β and consider a function f : Rd −→ R
such that f ∈ Ḃ−β,∞∞ (Rd). Since by the formula (1.9) above we have

‖pt ∗ f‖Mp,q
α

= sup
r>0

sup
(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|ps ∗ f |pdyds

) 1
p

,

then we can write

‖pt ∗ f‖Mp,q
α

= sup
r>0

sup
(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|s|−p
β
α |s|p

β
α |ps ∗ f |pdyds

) 1
p

≤ sup
s>0

s
β
α ‖ps ∗ f‖L∞ × sup

r>0
sup

(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|s|−p
β
αdyds

) 1
p

.

Thus, using the definition of the norm for the Besov spaces Ḃ−β,∞∞ (Rd) considered here (i.e. we have

‖f‖
Ḃ−β,∞∞

= sup
s>0

s
β
α ‖ps ∗ f‖L∞), we can write

‖pt ∗ f‖Mp,q
α
≤ ‖f‖

Ḃ−β,∞∞
× sup

r>0
sup

(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|s|−p
β
αdyds

) 1
p

, (A.1)

and now we need to study the integrals above. Since the set {|t− s|
1
α + |x− y| < r} is included in the

set {s > 0 : |t− s| < rα} × {y ∈ Rd : |x− y| < r}, we have

I =

∫∫
{|t−s|

1
α+|x−y|<r}

|s|−p
β
αdyds ≤ Crd

∫
{|t−s|<rα}

s−p
β
αds = Crd

∫ t+rα

t−rα
|s|−p

β
αds.

We decompose our study of the last integral in two cases. First, if 0 ≤ t ≤ 2rα, the domain of
integration is then included in the interval [−rα, 3rα] and then it comes

I = Crd
∫ 3rα

−rα
|s|−p

β
αds ≤ Crd

∫ 3rα

−3rα
|s|−p

β
αds = 2Crd

∫ 3rα

0
s−p

β
αds,

since 1 ≤ p < α
β , the previous integral is finite and we have

I ≤ Crdrα(1−p β
α

) = Crd+α−pβ.
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We consider now the case when t > 2rα. Since we have here t+ rα > t− rα > rα > 0 and −pβα < 0,
we can write

I ≤ Crd
∫ t+rα

t−rα
|s|−p

β
αds ≤ Crd

∫ t+rα

t−rα
(rα)−p

β
αds = Crd+α−pβ.

With these estimates for I we come back to the formula (A.1) and we obtain

‖pt ∗ f‖Mp,q
α
≤ ‖f‖

Ḃ−β,∞∞
× sup

r>0
sup

(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫∫
{|t−s|

1
α+|x−y|<r}

|s|−p
β
αdyds

) 1
p

≤ C‖f‖
Ḃ−β,∞∞

× sup
r>0

sup
(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)
r
d+α
p
−β
.

But since we have d+α
β = q, i.e. β = d+α

q , we can write

‖pt ∗ f‖Mp,q
α
≤ C‖f‖

Ḃ−β,∞∞
× sup

r>0
sup

(t,x)∈[0,+∞[×Rd

1

r
(d+α)( 1

p
− 1
q

)
r
d+α
p
− d+α

q = C‖f‖
Ḃ−β,∞∞

,

which is the wished inequality and this ends the proof of the Proposition 1.1. �

B A functional inequality

We will prove, for the sake of completeness, the estimate (4.4) with the proposition below:

Proposition B.1 Let d ≥ 2 and consider 1 < α < 2 be a fixed parameter. Let p, q be two real
parameters such that 1 ≤ p ≤ q < +∞ and define β = d+α

q . Suppose that f ∈ S ′/P(Rd) verifies

(t, x) 7→ 1t>0 × pt ∗ f(x) ∈Mp,q
α . Then f ∈ Ḃ−β,∞∞ (Rd), and we have the estimate

‖f‖
Ḃ−β,∞∞

≤ C‖pt ∗ f‖Mp,q
α
.

Proof. It is enough to prove the case where p = 1, since we have the continuous embedding Mp,q
α ↪→

M1,q
α . In order to simplify as much as possible the calculations, we will use the following norm on

the space Mp,q
α , which is equivalent to the standard norm on this space. Namely, up to changing the

constant C in the desired estimate, we will use the norm

‖ψ‖Mp,q
α

= sup
r>0

sup
(t,x)∈R×Rd

1

r
(d+α)( 1

p
− 1
q

)

(∫
{|t−s|≤rα}

∫
{|x−y|∞≤r}

|ψ(s, y)|pdyds

) 1
p

, (B.1)

where |z|∞ = |(zi)1≤i≤d|∞ = max
1≤i≤d

|zi|.

Now, consider t > 0 and we express pt ∗ f(x) as an integral in time by writing

pt ∗ f(x) =
4

t

∫ t
2

t
4

pt ∗ f(x)ds.

Due to the semi-group property of the fractional heat kernel, for any t
4 ≤ s ≤ t

2 , we can write
pt ∗ f(x) = pt−s ∗ (ps ∗ f) (x) and we obtain

pt ∗ f(x) =
4

t

∫ t
2

t
4

pt−s ∗ (ps ∗ f) (x)ds,
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from which we deduce

|pt ∗ f(x)| ≤ 4

t

∫ t
2

t
4

|pt−s| ∗ |ps ∗ f | (x)ds =
4

t

∫ t
2

t
4

∫
Rd
|pt−s(y)||(ps ∗ f)(x− y)|dyds. (B.2)

We study now the function pt−s(y) above. Recall that from homogeneity, we have the point-wise

expression pt−s(y) = 1

(t−s)
d
α
p1

(
y

(t−s)
1
α

)
, furthermore, since 1 < α < 2, the kernel p1 possesses a

certain decay at infinity guaranteeing integrability, namely one can find a constant C = C(d, α) such
that

|p1(y)| ≤ C

(1 + |y|∞)d+1
,

(see [16, Theorem 7.3.1, p. 320]). Using this point-wise decay and inserting it in the expression of
pt−s(y) yields

|pt−s(y)| ≤ 1

(t− s)
d
α

C(
1 + |y|∞

(t−s)
1
α

)d+1
.

Finally, since t
4 ≤ s ≤

t
2 , one has t

2 ≤ t− s ≤
3t
4 and we get the following control

|pt−s(y)| ≤
(

2

t

) d
α C(

1 +
(

4
3

) 1
α |y|∞

t
1
α

)d+1
≤ 1

t
d
α

C ′(
1 + |y|∞

t
1
α

)d+1
.

We then insert this estimate in the expression (B.2) in order to obtain

|pt ∗ f(x)| ≤ C ′′

t1+ d
α

∫ t
2

t
4

∫
Rd

1(
1 + |y|∞

t
1
α

)d+1
|(ps ∗ f)(x− y)|dyds.

We now wish to use the information that ps ∗ f belongs toM1,q
α . To do this, we consider the covering

of Rd consisting of the balls

Bk = B∞(t
1
αk, 1

2 t
1
α ) = {y ∈ Rd : |y − t

1
αk|∞ ≤ 1

2 t
1
α } = {y ∈ Rd : | y

t
1
α
− k|∞ ≤ 1

2},

for all k ∈ Zd and for t > 0. We can thus write

|pt ∗ f(x)| ≤ C

t1+ d
α

∑
k∈Zd

Ik, (B.3)

where we have

Ik =

∫ t
2

t
4

∫
Bk

1(
1 + |y|∞

t
1
α

)d+1
|(ps ∗ f)(x− y)|dyds. (B.4)

Now, for a fixed k ∈ Zd and y ∈ Bk, observe that if k = 0, we trivially have

1(
1 + |y|∞

t
1
α

)d+1
≤ 1 =

1

(1 + |k|∞)d+1
,

while for k 6= 0, one has |k|∞ ≥ 1, hence by the triangular inequality we obtain

| y
t
1
α

|∞ ≥ |k|∞ − |
y

t
1
α

− k|∞ ≥ |k|∞ −
1

2
≥ |k|∞

2
,
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and we have
1(

1 + |y|∞
t
1
α

)d+1
≤ 1(

1 + |k|∞
2

)d+1
≤ C

(1 + |k|∞)d+1
.

Thus, in all cases, we find by inserting this estimate in the integral in space of the expression (B.4)
above:

Ik ≤
C

(1 + |k|∞)d+1

∫ t
2

t
4

∫
Bk

|(ps ∗ f)(x− y)|dyds.

We then apply the change of variables y 7→ x− y to obtain

Ik ≤
C

(1 + |k|∞)d+1

∫ t
2

t
4

∫
B̃k,x

|(ps ∗ f)(y)|dyds,

where B̃k,x is the ballB∞(x−t
1
αk, 1

2 t
1
α ). Note now that the integration domain [ t4 ,

t
2 ]×B∞(x−t

1
αk, 1

2 t
1
α )

is included in the set [−t, t]×B∞(x− t
1
αk, t

1
α ), so we trivially obtain the bound

Ik ≤
C

(1 + |k|∞)d+1

∫
{|s−0|≤t}

∫
{|y−(x−t

1
α k)|∞≤t

1
α }
|1s>0(ps ∗ f)(y)|dyds.

We now use the assumption that ps ∗ f belongs to the space M1,q
α (see the formula (B.1) above) to

write

Ik ≤
C
(
t
1
α

)(d+α)(1− 1
q

)

(1 + |k|∞)d+1
× 1(

t
1
α

)(d+α)(1− 1
q

)

∫
{|s−0|≤t}

∫
{|y−(x−t

1
α k)|∞≤t

1
α }
|1s>0(ps ∗ f)(y)|dyds

≤
C
(
t
1
α

)(d+α)(1− 1
q

)

(1 + |k|∞)d+1
‖ps ∗ f‖M1,q

α
=

C

(1 + |k|∞)d+1
× t1+ d

α × t−
d+α
αq × ‖ps ∗ f‖M1,q

α
.

We use the previous estimate of Ik in the expression (B.3) in order to obain

|pt ∗ f(x)| ≤ C

t1+ d
α

∑
k∈Zd

1

(1 + |k|∞)d+1
× t1+ d

α × t−
d+α
αq × ‖ps ∗ f‖M1,q

α

≤ Ct
− d+α

αq ‖ps ∗ f‖M1,q
α

∑
k∈Zd

1

(1 + |k|∞)d+1
= Ct−

β
α ‖ps ∗ f‖M1,q

α
×
∑
k∈Zd

1

(1 + |k|∞)d+1
,

since we have β = d+α
q . Note that the sum over k ∈ Zd is finite, thus we have the control

|pt ∗ f(x)| ≤ Ct−
β
α ‖ps ∗ f‖M1,q

α
,

from which we easily deduce the estimate

sup
t>0

t
β
α ‖pt ∗ f‖L∞ ≤ C‖ps ∗ f‖M1,q

α
,

which is precisely the desired estimate ‖f‖
Ḃ−β,∞∞

≤ C‖ps ∗ f‖M1,q
α

and the proof of the Proposition
B.1 is now ended. �
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[17] P.G. Lemarié-Rieusset. Sobolev multipliers, maximal functions and parabolic equations with a
quadratic nonlinearity. J.F.A., 274, 3, 659-694, (2018).

[18] Y. Meyer. La minimalité de l’espace de Besov Ḃ0,1
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